
VAQ_A074 559 APPLIED PSYCHOLOGICAL SERVICES INC WAYNE PA FIG 5/9
CRITERION REFERENCED TESTING: REVIEW. EVALUATION . AND EXTENSION——ETC CU)
AUG 79 A I SIEGEL, L L MUSETTI . P 4 FEDERMAN F33615—77—C—OO’46

UNCLASSIFIED AFHRL TR 18 7I NL

N

I
.



_ _ _  ~~ ~2.2
rn~~

~~~~ 2.0 *

111 1.8

~ 1.25 1.4 L.a
II _______ 

=. IIIII~~~

4 4

M)CROCOPY RESOLUTION TEST CH~~T
NATIG+IAL SURUU 0€ ~~~~~~~~~~~~~~~~

£ £
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

I



r~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

- _______________________________________

- 
S 

~~~~~~~~~~~~ -~~~~———~ - - - - , ‘ ,_ ~- -- ~:~ i-I

AFHRL-TR-78-71 
s 

~~~~ 1EVE1~~AIR FORCE 13
CRITERION-REFERENCED TESTING:

H REVIEW. EVALUATION. AND EXTENSION

II
U By

Arthur I. Siegel
Larry L. Musetti

Philip J. Federman
i~~ 4 ‘~ Mark G. Pfelffer

Joel P. Wiasen
b Appli d PsycI~ologicaI Ssivlcs. Inc.

N W.yn.. P.nnsyiv.n~a

~~~~ PhilipJ. DeLeo
Walter A. Shepperd

~~~~~ TECHNICAL TRAINING DIVISION
Lowry Air Force Bee, Cedorado 80230

R
t D D C

flf? (~)f?flfl f7[?

S Augest 1979 oCT 3 1979

0 UUi~~~u u u ~
u 

B

>
11. R Approved for public reIea~s; distribution unlimited.

0~
C)

IJ-I _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

—I( S LABORAT O RY

AIR FORCE SYSTEMS COMMAND
BROOKS AIR FORCE BASE TEXAS 78235

_ ~9 j
~~~t () i  U~ 4

— __
~~~~‘~S L~li_ ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~ 

—
~

II__ ~~ -- _______ ______________________________________________________



NOTICE

When U.S. Government drawings, specifications , or other data are used
for any purpose other than a definite ly related Government
proc u re m en t operatio n , the Government thereby incurs no
responsibility nor any obligation whatsoever , and the fact that the
Government may have formulated , furnished , or in any way supplied
the said draw ings, specifications, or other data is not to be regarded by
implicat ion or otherwise, as in any manner licensing the holder or any
other person or corporatio n , or conveying any rights or permission to
manufacture , use, or sell any patented invention that may in any way
be related thereto.

This final report was submitted by Applied Psychological Services, Inc.,
Wayne, Pennsylvania 19087, under contract F33615-77.C.0046, project
2313, with Technical Training Division , Air Force Human Resources
Laboratory (AFSC), Lowry Air Force Base, Colorado 80230. Dr. Philip
J. DeLeo (TTT) was the Contract Monitor for the Laboratory .

This report has been reviewed by the Information Office (01) and is
releasable to the National Technical Information Service (NTIS). At
NTIS, it will be available to the general public, including foreign
nations.

This technical report has been reviewed and is approved for publication.

MARTY R. ROCKWAY, Technical Director
Technical Training Division

RONALD W. TERRY , Colonel, USAF
Commander

1

I



- -~ ~ -~~~ -—- -~ . -~ - -

Unclassified
SECUR !Y,.BC~ SSI FICA r IO N O F . T H I S  PAGE (II~,~ n 0.,. EnVe,ed)

‘ ~E~~” ~~~~~~ E~~
T A T

~~~
J PA r E READ INSTRUCTIONS

~ 
r u r~ p ~~~~~~~ i~ ~~~ I I~~~’ BEFORE COMPLETING FORM

~~~~~ 

GOVT ACCESSION N0 ~.c~~~eClPIENT’S C A T A L O G  NUMbER

~~~j~
y 

~~~~~~~~~~~~~~~~~ 
-____.__~~~ ~~~~ S. 4 PERIOD COVER ED( 4.CRITERlON~REFERENCED TESTING: REVIEW, EVALUATION, I Final ~~~~~ /AND EXTENSION ~ L_ ..LI

6. PERFORM ING ORG. REPO RT NUMb ER

L_ *’— - ’  - - — 7 S. CONTRACT OR GRA NT NUMbER /ol

/0 Arthur l.~ iegel2 ~ Mark G.lPfeiffer Walter R. Shepperd
Larry L.~Musett~ , ‘

~~ Joel P.~Wiesen - —._ 
-

Philip J.~Federman~, 1-- P ~u~~~~~t~~ ( /5 F336l5—77.C~~ 46 j ~
~. • r,n ,~~~ ,.,,, ..s,,r~1Tt6N NAM E AN O ADDR ESS ~~. ~~~no ci caILNT. PROJ E CT . TA SK

A R EA 4 WO RK UMSERS
Inc. ( _j 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~

II CONTRO LLING OFFICE NAME AND ADDRESS 12. REPORT~~~~~~5~

HQ Air Force Human Resources Laboratory (AFSC) (jj .~. Aua~~ ~~79j
Brooks Air Force Base, Texas 78235 ~~ MIJtLS•flVP~~~AGES122

14. MONITORING AGENCY NAME k ADO RESS(I1 dlfl.,.., t ~f ~~rj Conf r o1Ii~ i_qthc.) IS. SECURITY  CLASS. (ol h a  taper )

Technical Training Division - ,  / ~2~ j’ __________________________Air Force Human Resources Laboratory _ tInr4a...f ~~ñ

Lowry Air Force Base,Colorado 80230 ISa. ~~~~ FIcATIO N O OW4GRAO IN G

I4 DISTRIbUTION STATEMENT (ol h a  R.pot )

Approved for public release; dist ribution unlimited.

D D C
Il. DIST RIb UTION ST A T E M E N T  (ci A. abetted .ni.,.d It, Block 20. II dIfl.r.nI Ito.,. R.porI) IiilIfi )rpfIn Ill?

l~~~
O C T 3 1

~
IS. S UPPLEMENTARY NOTES U Ui~,i.~,i~1u u t~B

6. KEY WORDS (ConIIn... on •.e.,a. aide II nec.aaary and denSity by block n.rn.bP,I

checklist predictor performance checklist s test development
criterio n referenced tests performance evaluation test reliability
instructional evaluation rater bias test validity

‘ item analysis rating error
item writing theory of signal detection

20. A S~~~(AC r (CornS .,.,, on ,.s-S,S. sd .  If n.c..a.,y and Id.ntiiy by block f l..rf lb.,)

‘t he literature relative to criterion referenced test development is reviewed . Rater error in criterion referenced
performance evaluat ion is discussed, and a statistical model for reducing such bias in Air Force applicat ions is
presented and expenmernafly evaluated. The results suggest the utility and applicability of the method in Air Force
applications. Needed research into criterion referenced testing in the Air Force Is described. The results of a field
study into criterion referenced testing In Air Force techn ical training courses are presented and the implications of
the results for Air Force techn ical training are given.

~~~ 
FORM liw)

5 JAN 73 I•~~ J Unclassified

~~ 3 f j~~1~/ )  SECURITY CLASSIF ICAT ION OF TW IS PAGt~~rn’pn .E,.i,,.dl 

-- -



- , 
~~~~~~~~~~~~~~~~~~ 

— 
— .

.-

~ 

- -

~~~

.- -

SECURITY CLASSIFICATION OF TMIS PAGE(I*h.n Data  Ent.r .d)

I
‘ I

,01

,

‘
~

I

SECURITY CLASSI FICA TION OF THIS PAGE~~~ .n D~~. ~~ (.o 4) )

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~ ~~~~~~ ..T 
- 

~~~~~~~~~~~~~~~~~~~~



- — 
~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~ —~~~‘.--—.----~~~~,.---- ~~~~~~~~~~~~ 

.—.—- ——. --—
~
-.—————.——“— .. .--. - -

TABLE OF CONTENTS

I. INTRODUCTION  . . . 1

Criterion—Referenced Testing: Definitions and Characteristics i
Criterion—Referenced versus Norm—Referenced Testing . . .  .  3
Item Writing Differences  I.
Use Differences
Scoring Differences 

~~~~~~~~ • • • ~~~~~~~ • • • ‘  6

Instructional Design Feedback Advantages •

Discussion  B
‘ i- a,

II. IT~~ ANALYSIS   12

Cox and Vargas’ Item Validity Index • • 13
Ivens’ Measure of Item Effectiveness .   • • 14
Rahmlow, Mathews And Jung’s Two Group Approach • 15
Hambleton and Gorth’~ Delayed Posttest Measure . • .  16
Hue’s Mastery Discrimination Index • • . • • • • • 16
Popham ’s Item Uniqueness. Index • 17
Crehan’s Instructe4 and Noninstructad Group Index . . . .  • • 19
Haladyna’s Mixed Method   20
Discussion  • • • 21

III. RELIABILITY AND VALIDITY . .  24

Ivens’ Stability and Equivalency Indices . . . . • . . . . . . . 24
Popham’e Internal Consistency Measure . . . .  • 25
~~~~~~ Methods      25
Livingston’s Traditional Measure Analogues..    • .      26
Hambleton and Novick’s Replicability Concept    29
Haladyna’s Internal COnSiStency Measure . .    . .      29
Swaminathan, Hambleton, and Algina’s Decision

Consistency Approach . . •   • 29
Su~~ax~y . . . . . . . . . . . . . . . . . .    33

CRTest Validity Measures . . .. . . . . .• . . . . . . .• .  35 p

Popham and Rusek’e Construct Approach • . . . . . . . . . . 36
Ivens ’ Gain Score • . ~~~~~~~ . . . .  . . . . . . . .  36
Cox’s Construct Approach k • . . . . . . . . . . . . . . . . 37 ________

Unks’ Concepts . . . e . . . . . . . . . . . . • . . . . . . 37 
—

—Shriver and Foley’s Sob Relevance . . . . . . . • . . • . . 38
Sweezey and Pearlstein’s Concurrent Validity . . . • . . . . 38
Stst~~ary . . . . . . . . . . . . . . . . . . . . . . . . . . 39 !iB!UlY~~II

I/os SP(CIM.

LR~~~~~H

- ~~~_ _*_.(_ ~~~~~~~~~~~ 
—

~~~ 
-, -‘

~~
— .—

~~
-._—-— . --  ~~~~~~~~~ - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~



. ,  —.- 

r

IV. MASTERY DETERM INATION/DEFINITION AND TEST LENGTH • 41

Delphi Technique 42
Statistical Models 43
Empirical Models 43
Probabilistic Approaches 43
Binomial Model 46
Bayesian Model 47
Discussion 49

Test Length 49

Summary 52

V. CR PERFORMANCE TESTING AND RATER ERROR 53

Performance Checklists 53
Performance Checklist Development 54
Performance Checklist Scoring 54
Examples of Performance Checklists in the Navy and Army .  .  55
Performance Checklists in the Air Force 56

Rater Error 57

Systematic and Random Error 57
General Model of Rater Error 57
Rater Bias 58
Minimization of Rating Error 60
Statistical Models of Rater Behavior 60
Cuilford ’s Model of Rater Behavior 61
Correction for Rater Bias 63
Extension of Guilford ’s Bias Correction 64

VI. RATER BIAS AND ITS CORRECTION--EXPERIMENTAL 5’~TJDY 65

Method 65

Sample 66
Raters 66
Introductory • 67
Rater Training 67
Control Over Conditions • 67

ii

_ _  
_ _ _ _ _ _ _ _ _ _  



a

S

Results . 6 7

Variance Analysis . 68
Leniency 70
Halo 70
Contrast 72
Discussion 72

Estimation of Magnitude of Rater Bias 73

Leniency Correction 73
Halo Correction 73
Contrast Correction 78

F Overall. Correction for Rater Bias 78
Evaluation of the Correction for Bias 81
Variance Analytic Check 83
Discussion 83

VII . SIGNAL DETECTION THEORETIC APPROACH TO ESTABLISHING THE
VALIDITY , DECISION AXIS , AND UTILITY OF A CHECKLIST PREDICTOR

- ‘  ENPLOYED INATRAINING CONTEXT 84

Validation Study 84

Calculations 85
Likelihood Ratio (Lx) 87
Interpretation of Results 87

Establishing Cutoff Scores 87

Hit and False Alarm Rates  91
Optimum Value of Likelihood Rater (B Opt) 93
Reliability and Rater Error 94

Utility of the Checklist 98

Advantages of Suggested Approach 98

VIII . PROGRAMMATIC RE SEARCH INTO PERFORMANCE CHECKLISTS IN THE USAF . . 100

Checklist Development 100

Item Development 101
Test Objectives and Length 102
Itein and rest Scoring 102
Discussion of Checklist Development Studies 103

iii

- 

- - -



I ;

Rater Characteristics • 103

Rater Qualification 104
Rater Experience 105
Rater Point of Viev 105
Discussion of Rater Characteristics Research 106

Testing Conditions 106

REFERENCES 108

LIST OF TABLES

Table

1.1 Summary of Differences Between Criterion—Referenced and
Norm—Referenced Testing 10

2.1 Criterion—Referenced Item 22

3.1 Summary Information for Hypothetical Data on the Joint
Classification of Examinees into Two Mastery States
on Two Test Administrations 31

3.2 Summary Information for Hypothetical Data for Various
Examples of Internal Cousistency Measure 32

3.3 Suimnary of CR Reliability Measures 34

3.4 Summary of CR Validity Measures 40

4.1 Summary of Approaches for Setting Cutoff Scores 50

6.1 Background of Raters for Course A 66

6.2 Components of Rater Bias 68

6.3 Summary of Analysis of Variance of Satisfactory—Unsatisfactory
Ratings for Six Teams on Four Traits by Four Raters . . . 71

6.4 Susssary of Analysis of Variance of Numerical for Ratings Six
Teams of Four Traits by Four Raters 71

6.5 Estimation of the Contribution to Rater Bias for Rater Effects
(Leniency), and Rater—Retee Interaction Effects (Halo) . 75

iv 

~~~~ - - ~~~~~~~~~~~~ -— ~~
,-— .,— 

~~~~~~~~~ ~
_J--. —.-.

~~~~
-
~~~ -- —-

~~~~~~~~~~ 
-
~~~

-
~~~~~~~

-
~~~~~ 

— 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



_ _ _ _  ~~~~~~~~~~ - -.-- - —;- --~~~~~--.-
.—~~ ~~ - -.-.- -- -- —

Table

6.6 Estimation of the Contribution to Rater Error for Rater—Trait
Interaction Effects (Contrast Bias ) 77

6.7 Original Course A Data in Percentage Score Form Traits . .  80

6.8 Course A Data Corrected for Rater Bias 80

6.9 Intraclass Correlation Among Raters by Trait for Corrected
and Uncorrected Scores 82

6.10 Intraclass Correlations Among Traits for Halo Corrected and
Halo Uncorrected Ratings 82

6.11 Summary of Analysis of Variance of Numerical Ratings of Six
Teams on Four Traits by Four Raters (Adjusted Data) .

7.1 Sequence with which Raters are Exposed to the Payoff
Matrices 89

7.2 Data Obtained From a Single Observer in Five Sessions in
Which Payoffs Were Varied 91

7.3 Optimum B for Conditions Given in Text 93

7.4 Likelihood Ratios of 10 Observers Employing Five Different
Payoff Matrices 94

7.5 Differences Between B’ and B’ Opt for 10 Raters Operating
Under Five Different Payoff Conditions 95

LIST OF EXHIBITS

Exhibit

6.1 Fragmentation of Part One into Task Items 69

LIST OF FIGURES

F Figure

6.1 Numerical rating by means over traits and teams by raters;
leniency bias . .  74

V 

-, - - -- -



~~~~~
- -

~~~~~~~~~
- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~ 

‘ - --
~~~~~

-.
~~~ ~~~~~~~~~~~~

Figure

6.2 Numerical rating of means over traits by teams by raters:
halo effec t 76

6.3 Numerical rating of means over teams by rater and t rai t :
contract bias 79

7.1 Distributions of checklist scores for masters and
nonmasters 85

7.2 Cross—classification of validation sample 86

7.3 Symmetrical payoff matrix 88

7.4 Five payoff matrices designed to vary the observer ’s
criterion 90

7.5 ROC curve obtained by varying payoffs rather than presen- -

tation probabilities 92

7.6 Relationship between obtained and op t imal decision
criteria 96

7.7 Cross classification of candidates 97

-P1

vi

~ 

— .---- .~~
,. --

~~~
-- - -— — .-. — - b  

________



I. ~NTRODUCTI0N

The present report presents a detailed discussion of criterion-
referenced (CR) testing, The report is organized into eight chapters.
The first five chapters discuss a number of major topics within CR
testing and attempt to describe the general state-of-the-art. The
next chapter reports on an empirical examination Into the state
of CR testing within . the U.S. Air Force. Chapter VII suggests an
approach to validation of CR testin9 which is based on Signal Detection
Theory. And , the final chapter is devoted to developing a program
of research tailored to Air Force needs In this area.

To examine the overall state-of—the-art of CR testing, an exten-
sive literature review was undertaken. Computer searches of two
information banks were completed. Both the Ps~’cholog1cal AbstractsSearch and Retrieval System (PASAR) and the Defense Documentation —

Center (DDCJ data banks were searched. These computer searches F
were conducted to identify literature relevant to the major aspects of
the literature review; (1) CR testing, (2) crIterion checklists, (3)
models of rater behavior, (4) rater bias , and (5) correction for bias.
Each search covered a period of 10 years ranging from January, 1967
to January, 1977. In addition to the computer searches, normal reading F

of the literature uncovered a number of relevant references and a
body of literature. In all , the computer searches together with the
manual search provided a rather extensive coverage of the relevant
literature in the various areas of psychometric practice and theory
relative to CR testing.

The results of the two empirical Investigations performed by the
Applied Psychological Services are also reported. These investigations
were conducted through: (1) a case study approach and (2) a field exper-
imental approach. The case and experimental studies were undertaken
to examine the state of criterion checklists and CR performance testing
In Air Force resident training courses. The case study approach was
used to discover modes of cri terion checklist usage at selected Air
Force technical schools. The experimental study was based on a model
criterion checklist used in an Air Force course.

On the basis of the results of the empirical studies and the liter-
ature indications , reconinendations are made and a general research
plan presented with respect to future criterion checklist research In
the U.S. Air Force.

Criterion-Referenced Testing: Definitions and Ch~~~teristics

Criterion-referenced testing, as the name implies , measures
performance in terms of demonstrated proficiency--usually as the
result of a course of study. Glaser (1963) pointed out that, in acnieve-
ment testing, it is vita l to compare a student’s test score with some

- 1 
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criterion of mastery (a standard of performance). Glaser and Nitko
(1971) defined mastery as:

The term “mastery” means that an examinee ma kes a sufficient number
of correct responses on the sample of test i tems presented to him
in order to support the generalization (from this sample of items
to the domain or universe of items implied by an instructiona l
objective) that he has attained the desired , pre-specif led degree
of proficiency with respect to the domain. (p. 641)

One way of l ooking at CR testing is to consider it as a method of
interpreting test scores. CR tests yield measurements that have meaning
in terms of specified performance standards. Performance standards are
specified by defining “a class , or domain of tasks that should be performed
by the individual” (Glaser and Nitko , 1973, p.65). Since the CR test is
designed to provide infc,rmation about performance standards, the standards
must be established prior to test construction . The student’s status is
assessed with respect to the standards.

Gronlund (1973) described CR tests as including several charac-
teristics:

1. CR testing requires a defined and del imited domain of tasks,
where the focus is on mastery of a l imited number of learning
outcomes.

2. CR testing requ ires that performance objectives must be
clearly specified in behavioral terms.

3. The score should describe the student ’s performance on the
task (e.g., student can perform 70 percent of the steps in the
technical orders without instructor assistance).

Although most definition s of a CR test are similar in content and
emphasis , the definition offered by Harris and Steward (1971 ) (cited in
Atkin , 1974) is somewhat different because it emphasizes sampl ing—— an
important concept when a wide variety of behaviora l objectives is
involved . According to Harris and Steward :

A pure criterion-referenced test is one consisting of a sample of
production tasks drawn from a well-defined population of performances,
a sample that may be used to estimate the proportion of performances
in that population at which the student can succeed . (Atkin , 1 974;
p. 4)

2
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Rather than concentrating on performance standards , other definitions
of CR testing call attention to the different types of CR tests.

According to Popham and Husek (1969) there are essentially two
types of CR tests. In the first type, items relate directly to the cri-
terion and the test is homogeneous so that everyone achieving the same
score on the test obtained it in the same way (i.e., a specific score
ind icates a particular response pattern). This test type is taken from
Guttman ’s (1944) concept of reproducibility . The second type of CR
test contains samples of items from a population of i tems that are
directly related to the criterion . Popham and Husek found the former
‘type of CR test to be ideal , but its use is restricted primarily to for-
mal , well structured areas. The latter type of CR test is more typical ,
but contains an element of ambiguity . If a number of i tems is missed ,
one can not tel l which ones from the score alone. Accordingly, wi thout
a more detailed analysis one can not know specifically what the student
can and can not perform.

Gronlund (1973) differentiated between CR “mas tery” tests and
CR “developmental” tests. In the mastery case, the students are
expected to be able to achieve some level of accuracy (say, 80% cor-
rect). This is due to the elementary level of the material. Develop-
mental areas, on the other hand , include complex behaviors (e.g.,
“applies concepts and principles to new situations ,” and “writes a
creative short story”) which may never be fully mastered. Due to littl e
score variance, Grounlund suggested that there are no acceptable cor-
relational statistics available for use in measuring the reliability or
validity of mastery level CR tests. However, the standard correlation
statistics can be used with the developmental level CR tests, Gronlund ,
therefore, ind icated that more care should be taken tn the development
and construction of CR mastery tests.

The modal definiti on of CR testing seems to emphasize inter-
pretation of test performance in terms of demonstrated behavior .
The CR test is “based on set of specific learned objectives stated in
terms of behavioral changes to be expected in the examinee as a
result of instruction toward these objectives.” (Roundabush & Green,
1972).” In short, the emphasis is on what the examinee can do; the skills
he can display.

Criterion-Referenced versus Norm-Referenced Testing

The CR method of interpreting test scores is contrasted with the
more traditiona l norm-referenced (NR) interpretation. Unl i ke NR
testing, CR testing is not concerned with how well the examinee com-
pares with others. NR tests indicate proficiency relative to a norm
group. For the CR tests, the focus is on what the examinee can do,
not on how the examinee compares with others.

3
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Distinctions be.vieen CR testing and NR testing have been dis-
cussed by a wide number of investigatiors (Anastasi, 1976; Livingston ,
1972; Ivens , 1970; Popham & Husek , 1969; Simon , 1969; Hambl eton
& Gorth, 1971; Glaser, 1971; Glaser & Nitko , 1971 ; Gronlund , 1973;
Alvord & Buttingham , 1974).

Garvin (1971), for example, dIstinguished CR and NR tests with
regard to the subject matter of testing. He suggested that CR and ~1R
testing are applicabl e to different sets of subject matter. This dis-
tinction is based on the tasks involved . Some tasks demand a very high
level of performance each time the task is performed (e.g., landing an
airliner). For such tasks, CR testing is appropriate . Other tasks
inherently have more variability in performance, but yet some task-
related criterion is specifiable (e.g., house painting, balanc ing a
checkbook). For these types of tasks either NR or CR tests are ap-
propriate. Finally, there are tasks for which no objective criteria
are inherent ‘in the subject matter. In these cases, it is only possible
to create arbitrary criteria, such as, the ability to do 10 pushups
within one mi nute. For this latter type of task, NR testing is appro-
priate. Accordingly, Garvin sees CR testing as more appropriate:
(1) when performance standards are objective and specifiable, and
(2) when the task requires completely successful performance each
and every time it is performed.

Glaser (1971) suggested social studies as an example of a
course of study in which CR testing is not appropriate because no
meaningfu l performance criteria can be developed. He identi fied
tasks on jobs involving public safety and jobs where critical finan-.
cial and ethical standards are involved as examples where CR test-
ting could be used. CR testing was also identified to be of value in
l icensing individuals for various professions, (e.g., doctors, lawyers,
pilots). Glaser (1971) also suggested the CR test for use in control-
l ing entry into successive courses of study that follow previous instruc-
tional sequences, as in reading and the physical and biol ogical sciences.

Item Writing Differences

There are also those who hold that CR and the NR tests also
rest on different item writing approaches. Such a difference, if true,
seems of equal , if not greater, saliency than the behavioral emphasis
and interpretive differences mentioned above.

The undesirabi lity of the traditiona l approaches to item writing
when constructing CR tests was discussed by Bormuth (1970), Gagne
(1969), Gronlund (1973), Hambleton & Gorth (1971), Ivens (1970J, and
Popham & Husek (1969). In writing test items for an NR test, where

4
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max imizing variance of test scores is a prime concern, item writers
often prepare items using novel language or with options that are
equally appealing (for the multipl e-choice item). For CR testing, such
techniques are not advocated because spurious factors or nonlearned
material may be written into the test. That is, Items written for a - -
CR test should directly measure the behavioral objectives
that the test was designed to evaluate.

In CR testing, operational definition of the behaviors to be
measured is cri tical to the item writer. Specificity In the criterion
objective is important if it is to be used as the standard against which
an indiv idual ’s achievement is compared. It is acceptable to test a
student ’s ability to use a voltmeter in troubleshooting when the crite-
rion objective so specifies. However, it would be confounding if the
objective only indicated the ability to use auxiliary equlpuent In
troubleshooting . In short, writing items or constructing tasks for CR
tests must directly follow from the behavioral objective(s).

Several models have been suggested for constructing and
selecting CR test items. Klein and Kosecoff (1973) outl ined three of
the more popular methods: (1) employ a group of measurement and
curricu l um experts to develop and decide on test items to use, (2)
develop a matrix of tasks (behaviors) to be assessed for each be-
havioral objective and systematically sample from this matrix, and
(3) construct items and use a computerized item generating tech-
nique for covering objectives. The first of these methods seems
highly practica l but of minimal empirical value.

The item development difference question is further discussed
in Chapter II when formal item analytic procedures are presented.

Use Differences

Another distinguishing feature of CR testing concerns the
specific uses of CR tests. Whereas NR tests are held to be prác-
tical for use in selecting the best (highest scorers) in a group , CR
tests are more suitable for selecting those who can demonstrate
mastery of a particular skill or those who possess a certain coin-
petence. NR tests do not address themselves to the questions: (1)
What learning outcomes were measured by the test? and (2) What
are the achievement levels of a class of students? Glaser and
Nitko (1971) claimed that NR testing has l imi tations when the In-
structional system seeks to be adaptive to the individual student be-
cause the NR test is seldom diagnostic.

5
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Al though NR tests can be used to evaluate an instructional pro-
gram, as can CR tests, NR tests are less useful for this purpose.
NR tests are designed to measure and to maximize discrimi nating
power (variance). The CR test may be used to evaluate instruction
more directly as in the following example: if test results indicate
variations in passing and failing among the students who have recently
received training on a relevant task, then the instruction was m ad-
equate. If all of the students can perform a task after instruction
that they could not perform prior to instruction , then the instruction
was effective. The ideal spread in CR testing is zero--indicati ng
that all students have attained mastery.

Scoring Di fferences

The scoring of CR tests is also distinguishable from that of NR
tests. Neither percentiles nor standard scores characterize CR tests.
Normative scores would contradict the meaning of CR testing. Generally,
CR test scoring involves establisPinent of minimum essential scores.
Standards of performance can be set in terms of: (1) the precision
with which a task is performed (e.g., aligning a meter to within -

five degrees of zero), (2) the number of errors allowed (e.g., per-
forming the minimu m number of procedural steps required), (3) the
time required to complete the task (e.g., locate the malfunction in
the electrical circuit in 15 minutes), and/or (4) the condition of the
end product (e.g., does the equipment work following an internal
repair).

On the other hand , some CR test proponents contend that al-
though scoring a CR test is feasible and may be desirable in some
situations, different levels of mastery do not exist. Roundabush
and Green (1972) stated that the assumption underlying any CR test
is that the student either has or has not mastered the objective.
No continuum of achievement is assumed as with NR tests. That is ,
it is assumed that mastery level students possess one l evel of ability
and nonmastery level students another (lower) level. These assump-
tions, taken together, imply that the distribution of scores on a CR
test will be bimodal with the lower mode interpreted as the mean for
students who fail to perform the behaviors, and the upper mode the
mean for students who can perform the behaviors. Wi th this, an all-
or-none , pass-fail score is seen as sufficient for scoring CR tests,
(Emr ick , 1971; Hsu, 1971; Unks, 1971; Shriver and Foley, 1974).
According to this thinking, a “mastery” score should answer the
question : “Can the student perform the behavior?” in a yes-or-no
manner .
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Other authors, however, maintain that pass-fail scoring l oses
too much valuable information. In particular , Popham and Husek
(1969) suggested that there is useful information in failure or non-
mastery scores beyond the indication of nonmastery. If alternative
courses of action are ava il able , reporting of this information may be
beneficial. For example, remedial efforts could be based on the
nature and extent of the errors made.

Instructional Design Feedback Advantages

The impl ications of CR testing for instructional design have
also been pointed out in a number of prior reports. For example ,
Shoemaker (1971) claimed that with sequential CR testing , instruc-
tional decisions regarding individual students and the instructional
program can be maximized. His reconinendation was based on pre
and posttraining tests. The pretraining test would consist of items
from the next instructional unit (i.e., followi ng the one the student
is currently in). Items in the posttraining test would measure
achievement over the global objectives which were covered in past
instructional units. According to Shoemaker, the advantage of the
pretest is that it can be used to determine the pace for future in-
struction . The pace could be inc reased if the student receives more
than the minimum score on the skills required for entry into the
next Instructional unit. A delayed posttraining test could also be
designed for use wi th the CR measuring scheme. The delayed post-
training test is designed to measure retention of instructional ob-
jectives covered in past instructiona l units.

Gronlund (1973) ind icated that CR tests could be used in the
instructiona l plan to improve student learning. His procedure was:

a. administer CR tests at the end of each unit of instruction

b. analyze results to determine steps student mastered

c. examine failed i tems to determine student’s learn ing
deficiencies

d. prescribe additional training for the deficient areas

e. retest with a parallel form of the test after retraining

f. use resul ts from the test to improve subsequent in-
struction by way of methods, materials , and/or
sequencing modification.

Other uses of CR tests for instruction and train ing are:

• an analytic and diagnostic tool to determine when
to advance students to the next subject matter
area and when to provide additional training

7
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• pretesting at the beginning of a course or unit of
Instruction to:

a. determine which prerequisite skills are needed
for the forthcoming instruction

b. determine where to place student In the instruc-
tional sequence

c. provide a base for measuring learning gain during
the course of instruction

• at the end of the course of instruction for assigning
course grades

• predict job success for the individual student

• individualize instruction

• determine if learning occurred

Discussion

The differences between NR and CR testing seem to be neither
trivial nor surface. They Include differences in approach to test
development, content differences , scoring differences , interpretive
differences and, in some cases , administrative differences . In some
cases , the differences may also Involve “adverse impact” , differential
validity, and equal opportunity nuances. However, the literature has
spoken little, If at a l l , to these latter points . Table 1.1 attempts to
sianmarize these differences .

Whether CR tests and NR tests are considered points along a
continuum or distinct types of tests , the scores yielded by, and the
purpose of , these two types of tests are often different enough to
require rather different statistical treatment. The crux of the mat-
ter is score variability and the lack of it in CR tests. The more
technical aspects of this distinction are discussed In Chapter II and
Chapter III.

Typically, CR tests are mastery tests with large proportions ,
If not all , of the students passing. This lowers the variability in

— scores for both individual items and the test as a whole. Further ,
CR tests often are (purposefully) very homogeneous , with only oneobjective being tested by a pool of homogeneous items. This further
reduces variability. Now , the class ic i tem analytic techniques andmeasures of reliability and val idity are largely or entirely based oncorrelation methods. And, as is known, correlational Indices de-pend on variability. Thus, for example , under the low variability
conditions which usually exist In a CR testing situation even a testthat Is highly stable and internally consistent might yield a very
low reliability coefficient (Anastasi , 1976).

8
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A classic paper by Popham & Husek (1969 ) presented the earlier
approaches to the problem posed by the lack of variability of CR scores .
Their work shows how the classical measures may be ineffective when
CR tests are involved. Popham & Husek called for new and different
statistics, less dependent upon score variance , to evaluate CR tests.

The search for measures of the worth of CR tests has taken
several approaches: applications and adaptations of classic tech-
niques , analogues to classic techniques , new techniques which
intuiti vely appear to measure what the class ic techniques measure ,
and other techniques based on one or more assumptions about CR
testing. CR testing, however , is yet in its infancy. Even the most
basic techniques and procedures for evaluating CR tests are not yet
fully developed . Those that are developed are not fully tested in
empirical settings. The various procedures and statistical tech-
niques that have been proposed are reviewed in the following chapters.
Empirical data relevant to each technique are reviewed when available.
The review is organized into two separate chapters--(1) item analysis
and (2) test reliability and validity .
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II. ITEM ANALYSIS

Item analysis refers to procedures for determining i tem char-
acteristics for the purpose of selecting “good” , useful test items.
Traditionally, with NR tests, three important characteristics have
been employed to determine an item’s usefulness: ( 1 ) corre lation
with other items, (2) difficulty , and (3) validity (Guion , 1965). And
traditionally, a “good” NR i tem is defined as one with : (1) a hig h
average item intercorrelation coefficient, (2) an optimum item dif-
ficulty level , and (3) a high validity coefficient (i.e., high item-
total score correlation). Such traditionally accepted item charac-
teristics are not useful for CR test item selections (Gagne, 1969)
Popham & Husek, 1969).

Due to low variability within scores, a CR item may show low
internal consistency (e.g., low correlation with other items) and low
val idity (e.g., low correl ation wi th total score) while actually posses-
sing high consistency and validity (i.e., hi gh correlation with some
external cr iter ion).

The interpretation of item discrimination indices presents
another problem when CR tests are considered . With MR tests, only
positively discrimina ting items (i.e., items answered correc tly —
more frequently by the high total test scoring students) are con-
sidered to be “good” i tems. For CR tests, however, a different
viewpoint exists. CR items are “good” if (and some might say only
if) they have content validity ; that is , if they measure the content of
a specific behavioral objective. Item discrimination indices , there-
fore, are used differently in CR test development. Positively dis-
criminating i tems might be used to locate areas requiring additiona l
or modified instruction so that all students can be brought to the
mastery level--a goa l of the instructiona l program designed under the
CR testing concept. Negatively discriminating items (i.e., items
answered correctly more often by the low total test scoring students)
may serve to identify a need for revision either in the items or in the
focus of instruction and instructional material (Hambleton & Gorth,
1971 ; Gorth & Hambleton , 1972; Popham & Husek , 1969).

The traditiona l correlational methods are inappropriate to CR
tests because of the lack of score variance within CR tests. Accordingly,
other item analytic techniques , less dependent upon score var iance ,
have been developed . The next sections present a review of the
item analytic techniques developed for CR tests. The review de-
scribes several techniques for calculating CR item difficulty ,
validi ty , and reliability . In most cases, the assumptions behind

12
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and problems associated with each technique are discussed and
the empirical evidence available with regard to the item analytic
technique Is presented. Eight articles and their respective item —

measures are discussed. The authors are : Cox and Vargas (1966),
Ivens (1970), Rahml ow, Mathews and Jung (1970), Hambleton and
north (1971), Hsu (1971), Popham (1971) , Crehan (1974), and
Haladyna (1974).

Cox and Vargas’ Item Validity Index

Cox and Vargas (1966) (as cited by Cox , 1971 ) developed a CR
item yalidity index based on a compari son of test responses prior to
training and after training. This item validity index is computed by
taking the percentage of students who passed an i tem on the posttest
minus the percedtage of those same students who passed the item
on the pretest. The higher the difference, the greater the i tem va-
l idity. Note here Cox and Vargas’ assumption that prior to training
students are nonmasters, and-after training students are masters.
This assumption is violated to the extent that learning and instruction
are unrelated.

Cox (1971 ) sijnmarized another study by Cox and Vargas (1966) which
compared their posttest minus pretest i tem validity index with the
more traditional upper minus lower group index (calculated only for
the posttest). The results of this study indicated that items found
to be valid using the prepost test paradigm failed to discriminate be-
tween the upper and lower total posttest scoring students. From
this, Cox and Vargas concluded that the traditional method was suf-
ff lclently different from their prepost test Index to warrant the use of
their index, especially where score variability is not the concern--
as wi th CR tests .

The Cox-Vargas argument is based on the logic that because
CR tests are not concerned with increasing score variability, then
Item analytic techniques which are based on score var iabi lity are
Inappropriate. This logic, however, is not based upon the corner-
stone of CR testing. The purpose behind CR tests is not to decrease
score variability , but rather to learn what a person can do, i.e., to
differentiate the masters from the nonmasters . As such, a CR -

Item validity technique should atten~t to find those items which
discriminate between masters and nonmasters. (By inappropriate
selection of cutoff scores , the definition of masters and non-
masters could be fallacious. Such a situation would negate the
utility of the Cox-Vargas index. )

13
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The Cox and Vargas index defines mastery according to train-
ing received (I.e., if in the pretraining condition , nonmaster; if in
the posttralning condition , master) while the upper and l ower index
defines mastery according to relative total test score (e.g., if score
is above 50% of all s:ores , then master). The two mastery definitions
are different (but not mutually exclusive ) . The possibility exists that
a person will be classified as a master under one definition but not
under the other definition. With such a criterion difference , one
might anticipate that the indices will disagree on which items dis-
criminated between masters and norinasters.

Ivens’ Measure of Item Effectiveness

Ivens (1970) developed two measures which attempted to evaluate
the overall effectiveness (“ goodness ”) of a CR item. These two
measures combined an index of item reliability with an index of item
validity . Three test administratiions are required for calculation of
the two measures: a preinstruction test, a postinstruction test and a
subsequent retest. The first measure is defined as:

(1 - 
~ ab~ U’bc )

where PabiS defined as the proportion of students whose score
on the item remained the same over the two admin istrations, pre and
postinstruction. This component is considered as an index of item
validity : the l ower the proportion , the more valid the i tem. That is,
a valid item is one whose score changes from the pre to posttest.

is defined as the proportion of students whose scores on an item
rem~in the same from the posttest to retest. This component is con-
sidered as an index of item reliabilit y : the higher the proportion,
the more stable the item. Thus , f1 l would be a perfect CR item.
Iven ’ s second measure of overall i tem “goodness ” is indexed as:

= - 

~ a) (1 - - P b I )

The (
~~b~

Pa) component is considered as the index of i tem
validity. It is the Cox and Vargas definition of i tem validity: thedifference between the proportion of ,students Passing the item on
the posttes t and the pretest. The (IPc - Pb[) component is defined
somewhat similarly. Pc equals the pro~ort1on of students passingthe item on the retesf. Pb equals the proportion of students passingthe item on the posttest. Ivens considered this component as an
Index of item reliability: the higher the absolute difference, thelower the stability of the i tem. That is , a stable item is one onwhich the proportion of students passing that item remains the samefrom the post to the retest. Again , as f2 increases to unity the itemquality increases. -
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Like Cox and Vargas, Ivens assumed that mastery and instruc-
tion go hand in hand. This assumption causes the item validity index
to be confounded by instructional quality . Besides this confounding,
Ivens ’ first item validity index , f~, is apparently biased. According
to the definitions of item validity and mastery, a va l id  item is not
one for which the response j ust changes , but one on which the re-
sponse specifical ly changes from fail to pass. The 

~ 
index con-

siders both the fail-to-pass response change and the pass-to-fall
response change as valid. The f j  index is thereby biased, as the
pass-to—fail response change is, by definition, not valid.

Some problems also exist relative to the multiplicative com-
bination of the two components (reliability and validity ) of the Ivens
equations. (We ignore the question of whether or not combining the
two psychometric concepts is meaningful.) In the Ivens conception ,
because of the multiplications involved, a low value of either factor
will reduce the index value considerably. The multiplicative com-
bination assumes independence for reliability and validity--a prob-
blematic assumption. Other combinatorial methods seem equally, If —

not more , defensible.

Ivens (1970) empirically evaluated his two item “goodness ”
measures. Two CR tests were developed. One was considered a
“good” CR test, while the other was considered a “poor ” CR test.
Data were collected , and item analysis was performed using
Iven s ’ item measures. Results showed that the item indices tended
to be higher in the “good” than the “poor ” test. Item
reliability was generally not different across the two tests . Ivens
concluded that the exact properties of the two measures require fur-
ther investigation.

Ramlow, Mathews and Jung ’s Two Group Approach

Ra hmlow, Mathews , and Jung (1970 ) presented a two group
approach to item analysis. With this approach, one group receives
the CR test prior to any instruction, whi le the second group receives
instruction prior to taking the CR test. The item index is computed
as the change in the proportion of correct responses from the non-
Instruction to postinstruction groups: the greater the change, the
more valid the item. However , Rahml ow , Mathews, and Jung noted
that such a procedure does not show whether the item was mastered.
For example, a positive change score could result with only 5% of
the postinstruction group passing that item. They suggested, there-
fore, that along with the change score, the item difficulty be corn-
puted for the postinstruction group. 
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Ra~n1ow, Mathews, and Jung (1970) conducted a study whichcompared three item analytic statistics. Two groups of students
were used : (1) a noninstruction group and (2) a postinstruction
group. The three item analytic statistics were: (1) the traditional
point biserial correlation coefficient, (2) an item difficulty index ,
and (3) their less traditional non to postinstruction change score.
The point biserial coefficients and item difficul ty indices were
computed on the postinstruction group ’s test scores. These authors
indicated as the resul t of visual examination of the data , that high
ranking point biserial coefficients did not agree with i tem difficulty
indices or change scores. The high ranking item difficulty indices
did agree with change scores.

Hambleton and Gorth’s Delayed Posttest Measure

Hambleton and Gorth (1971) presented an item index slightly
modified from that presented by Cox and Vargas. Instead of the pre-
posttesting paradigm , Hambleton and Gorth suggested the use o a
pretest, along wi th a “delayed posttest” (administered one month
after the end of instruction). The item index is computed as the
proportion of students passing the item on the delayed posttest minus
the proportion of students passing the item on the pretest. Again ,
mastery is defined by instruction and hence again the measure is
confounded by instructional quality . The delayed posttest is further
confounded by forgetting and learning during the delay period .

In an empi rical examination, Hambleton and Gorth (1971)
compared three i tem validity measures: (1) a traditiona l bi-
serial correlation (based solely on a postinstruction test), (2)
the Cox and Vargas measure, and (3) their modification of the
Cox and Vargas measure (i.e., a delayed postinstruction test).
The results ind icated little relationship between the traditional bi-
serial correlational indices and the less standard Cox-Vargas type
pre-post (or delayed post) test indices. There was a strong rela-
tionship between the Cox-Vargas measure and their delayed post-
test modifi cation of the Cox-Vargas measure. Hambleton and
Gorth indicated that item selection based on the three indices yielded
sets of items, some of which differed widely from each other. The
wi dest difference among the pools of items selected occurred be-
tween the traditional biserial and the Cox-Vargas item validity in-
dices.

Hsu ’s Mastery Discrim ination Index

Hsu (1971), along wi th most authors, defined a valid CR item
as one that discriminates between masters and noninasters. If
masters respond correctly while nonmasters respond incorrectly,
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then the CR i tem is valid. As noted , the problem becomes one of
determining mastery . Typically, mastery is determined by com-
pletion of instruction : a master is one who was instructed . Hsu
noted , however, that this definition confounds the measurement of
item validity with quality of instruction . Hsu, accordingly, pre-
sented two item measures which did not rely on the assumption that
instruction produces mastery.

Hsu ’s (1971) measures are based on a different definition of
mastery. Mastery to Hsu is determined by an established cutoff
score. A similar concept was previously introduced by Siegel ,
Schul tz, Fischl , and Lantermar, (1968), who called their cutoff score
an “absolute criterion .” Wi th Hsu ’s definition , mastery is defined
without regard to instruction. Hsu, thereby, suggested that an item
validity index can be calculated either by: (1) a difference index (Dp):
the proportion of masters who respond correctly minus the proportion
of nonmasters who respond correctly or, (2) a phi coefficient (d) using
the categories: master-correct response, master-incorrect response.

Hsu suggested that if no variability exists wi thin the item scores
(e.g., everyone passed) or mastery group (e.g., everyone a master),
then either a point biserial coefficient or Op could be used.

Hsu (1971) examined the correlations between three item validity
indices : (1) his Op index , (2) phi coefficient and , (3) the traditional
point biserial coefficient. Using CR test results , Pearson product-
moment correlations were calculated between these three indices for
pretrained and posttrained students. These conditions produced two
distinc t test score distributions : (1) a more normal heterogeneous
distribution of scores, and (2) a more skewed homogeneous distri-
bution of scores. The results indicated that all three indi ces were
in considerable agreement. However, there was more agreement
when the students had a normal , heterogeneous range of scores than
when the range was more homogeneous and more skewed. Also , items
which discriminated highly among students within a given distribution
of test scores were not necessari ly the same items which discr iminated
wel l wi th a group of students with a different distribution 0f abilities.
Such findings speak poorly for the various indices. They are evidently
not distribution free. If different measures of the same thing do not
agree, a problem exists. On the other hand , if one holds that the
various measures are measuring different things , why compare them
in the first place? However, when the same index was calcula ted
based on two different groups with the same distribution of test scores,
there was a large degree of agreement.

Popham ’s Item Uniqueness Index

In an attempt to measure item uniqueness , Popham (1971 )
develped a procedure for identifying single items which are not

L 

similar to the items comprising the test as a whole. The procedure
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rests on developing an overall response pattern for the test which
may be compared with the response pattern for a single i tem. The
procedure classifies a student’s response to an item on both a pre
and posttest into one of four possible categories : C-C, C-I , I-C,
or I-I where C = correct and I = incorrect. All items are categor-
i zed and the frequency within each category is determined . The
median frequency for each category is found across i tems. These
data , taken as prototypic 0f all i tems measuring the CR test objective ,
are used as theoretical frequencies. The observed frequencies are
found for each i tem and a chi-square goodness of fit test is performed.
The chi-square analysis is performed for each i tem. A significant
chi-square ind icates that the i tem under consideration does not
resemble the theoretical , prototypical item response pattern.

Popham (1971) applied his chi-square approach to item
i nternal consistency and found the results to have face validity .
The chi-square index identified those items Popham thought (based
on inspection of the data) to be aberrant. Such evidence, however,
should be taken with caution. Further research should compare
Popham ’s chi—square item index with other item internal consistency
indexes, (e.g., i tem correlations with other items or total test
score given different test score variability conditions.) The pattern
analytic approach possesses considerable appeal. However, other
indices of profile similarity are available and should be tried .

In addition , Popham (1971 ) explored the use of pre and posttest
item response patterns to examine i tems on a CR test. Popham
reasoned that if instruction improved learning (e.g., produced mas-
tery), then a fail-pass response pattern would reflect this improve-
ment while a pass—fail pattern would not. Thereby, he reasoned
that a negative relationship should exist between the percentage of
fail-pass responses and percentage of pass-fail responses to an item.
Popham performed such an analysis on a limited set of data. He
ranked the items within each response category and obtained the inter-
correlation . The results showed no substantial negative correlation.

If Popham had obtained significant negative correlations , then
how would one interpret such results? Would Popham conclude that
overall the items on the CR test are “good”? According to Popham ’s
reasoning , such a conclusion might be incorrect. A negative cor-
relation could indicate that the items have a high percentage of pass-
fail responses coupled with a low percentage of fail-pass responses.
Such items, however , by Popham ’s reasoning are “poor”. Accord-
ingly, the test would contain some “poor” or indifferent items. Also,
because correlation does not consider the absolute position of var-
iables , a negative correlation could occur as a result of items with
low percentages in the fail-pass category coupled with even lower
percentages in the pass-fail category. Is an item with 5% of the re-
sponses as fail—pass and 1% as pass-fail “good”? Such a result could
occur if 94% of the responses were within the pass-pass and fail-fail
categories.
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Crehan ’s Instructed and Noninstructed Group Index

Crahan (1974) presented an item measure which is based on
data from two separate groups of students : an instructed group and
an uninstruted group. Crehan ’s index i s computed as the proportion
of instructed students who passed an item minus the proportion of
uninstructed students who passed that item. This approach eliminates
the repeated measure confounding of the single group prepost testing
paradigm. It, however, also assumes that quality of instruction is
a constant.

- Crehan (1974) conducted an empirical evaluation of six item
analytic measures. Each of the six measures was used to rank and
thereby select items for a CR test. Hence , six pool s of items were
selected and used to represent separate CR tests. The reliability
and val idity of the resulting tests were tnen compared. The six Item
analytic measures were :

1. The Cox and Vargas measure

2. Crehan ’s measure

3. Proportion of consistent responses (e.g., pass-pass or
fail-fail) on equivalent , parallel items

4. Teacher rating (“which item would you choose if you
were to g ive a one-item test?”)

5. Point biserial coefficient

6. Assignment of random ranks

Test reliability was estimated as the proportion of agreement
in overall test grades (pass or fail) on two parallel test taken by
the same group of students. An agreement, for example, was two
passing grades. Test validity was estimated in two ways : (1) the
proportion of students who passed the test in instructed group plus
the proportion of students who failed the test In the uninstructed
group, and (2) the point biserial correlation between the numerical
test score and group membership (instructed versus uninstructed).

The results ind icated that although there were significant dif-
ferences in the reliability of the tests based on these six i tem analytic
techniques ; no clear pattern of one “best” item analytic measure
emerged. For the two test validity indices, however, Crehan ’s
index and the Cox and Vargas measure produced tests which showed
significant and consistently higher test validities over the other four
item measures. Wi th these results, Crehan (1974) Indicated that
his item index and the Cox and Vargas index are the preferred meth-
ods of Item analyzing CR tests.
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Crehan ’ s (1974) results are possibly confounded by the measure-
ment methods. Conceptually and operationally, both his Item Index
and Cox and Vargas ’ i tem measure are more identical to the two
test validity measures than the other four item measures. Accord-
ingly, the question of tautology in Crehan ’s test remains open.

Haladyna ’s Mixed Method

Haladyna (1974) presented a two group design for Item assess-
ment. He considered three samples of students: (1) preinstructed
students who were at nonmastery, (2) postinstructed students who
were at mastery, and (3) a combination of these two groups. Mastery
level was defined by an arbitrary cutoff score and hence not completely
dependent on instruction. That is, an instructed student was not nec-
essarily considered a master and a noninstructed student was not nec-
essarily considered a nonmaster. For an item measure, Haladyna
maintained that the traditional point biserial correlational coefficient
is an acceptable CR item analytic technique, if enough score variance
exists. To obtain score variance, he hypothesized that the problem
posed by a lack of variability wi th CR scores could be overcome if
mastery and nonmastery students are considered together. Thus,
Haladyna suggested the use of point biserial correlation , calcula ted
on a combined sample .of mastery and nonmastery students, as a CR
i tem index.

To test the adequacy of point biserial correlation, Haladyna
(1974) compared the correlation with an item di~ficulty difference(0) measure. This 0 item measure computed the proportion of
postinstructed mastery students who answered the item correctly
minus the proportion of preinstructed nonmastery students who
answered the item correctly. Point biserial correlations were
calculated for: (1) a sample of postinstructed mastery students,
and (2) a combined sample of postinstructed mastery and pre-
instructed nonmastery students. The mastery sample showed
signifi cantly less score variabili ty than the combined sample.
Haladyna ’s results indicated substantial correlations between the
item indices calculated by 0 and the point biserial for the corn-
bined sample. The correlations between 0 and the point biserial
for only the mastery sample were substantially lower. From this,
Haladyna concluded that the point biserial coefficient provides an
adequate item index when calculated on a combined sample of
mastery and nonmastery students

From the above, it appears that the D measure and the point
biserial coefficient for combined mastery and nonmastery groups
are similar measurements. For the 0 index , an item is acceptable
if preinstructed nonmasters fail the item while postinstructed mas-
ters pass the item. For the point biserlal index, an Item is ac-
ceptable if low total test scorers fail the item while high total test
scorers pass the item .
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DISCUSSION

The item analytic techniques reviewed suggest agreement on
the general theme that a useful CR item is one which masters pass
and which nonmasters fail. Table 2.1 presents the techniques re-
viewed with their respective authors and operationa l definitions.

The review failed to indicate any one item analytic technique
which can be fully supported. Most measures assume, in one way
or another, that a master is or should be the student who has been
instructed . This will allow the item index to vary with instructional
merit. It seems strange that no one, to our knowledge, has sought to
remove this variance through variance analytic methods. Part cor-
relation and partial correlation also come to mind in this regard .

There may also be a need for a unifying definition of a master.
Such a definition , it seems, should be independent of the group to
which it will be applied . Siegel , Schul tz, Fischl , and Lanterman
(1968) used a modified method of limits to derive such a definition.
New and other creative approaches to this definitional problem seem
required.
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III. RELIABILITY AND VALIDITY

Test reliability is generally defined as the extent to which
test scores are free from random error variance. Reliability ,
then , is seen as consistency of measurement. Traditionally, test
reliability has been estimated through correlation statistics. Three
established estimates of test reliability are : (1) coefficient of
stability--correlation of measures with the same set of measures
obtained at a later time, (2) coefficient of equivalence--correlation
between measures obtained from i~uivalent instruments, and (3)coefficient of internal consistency--correlation obtained from an
internal analysis of data collected on a single administration of the
measurement Instrument. Such correlational estimates of reli-
ability , however, have been held to be inappropriate for CR tests.
Given the reduced score variance, correlation coefficients become
depressed so that a possible highly stable , equivalent , and internal-
ly consistent CR test could yield traditional reliability coefficients
near zero . Accordingly, other r e l i ab i l i t y  measures have been held
to be needed and several have been developed to assess specifical ly
the reliability of CR tests.

Al though statistical procedures for use in estimating the reli-
ability of CR tests are still mostly in the exploratory stages, ap-
proaches other than the traditional ones have been suggested : Ivens
(1970), Popham (1971), Unks (1971), Livingston (1972), Hambleton
and Novick (1973), Crehan (1974), Haladyna (1974), an d Swam ina than ,
Hambletort, and Algina (1974).

Ivens’ Stability and Equivalency Indices

Ivens (1970) presented two types of measure for assessing test
reliability . One measure (f1) was considered a stability index while
the second ((f2) was considered an equivalency index. Each index
was based on the proportion of people achieving the same score, or
virtually the same score, on the postinstruction tests. For the sta-
ability index, the two tests are a test and a retest score using the same
postinstruction test. For the equivalency index, the two measures
are a test and a retest using two alternate forms of a postinstruction
test. A score Is considered the same from test to test if it varies
less than a specified small value (say 5%). Each reliability m d  x can
range from zero to one, with one indicating perfect correspondence
between scores. Ivens also suggested that the correspondence be-
tween scores be reported as the proportion achieving a retest score
within a given percentage value of the earlier test. For example,
reliability could be reported if 90% of the students’ retest score
were within 8% of the scores from the first test.
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It is noted here that Ivens ’ (1970) item analytic measures
(as well as those of the other authors previously discussed) might
be considered to be an estimate of overall test reliability by de-
termining an average (mean or median) across items. Ivens
suggested such a step for his two item measures , f1 and f2.

Popham ’ s Internal Consistency Measure

For an estimation of the internal consistency of a CR test ,
Popham (197 1) suggested an approach which considers the overall
similarity of item behavior. The approach is based on a pre and
postinstruction testing paradigm. Each examinee ’s score on an
Item for both the pre and postinstruction test ts categorized into
one of the four poss ible response patterns: C-I, I-C, C-C or I-I
where C = correct and I = Incorrect. This procedure is per-
formed for each Item on the test. Hence , a 4 x N frequency table
(where N is the number of items ) is devel oped. A chi-square test
of independence with 3(N-l) degrees of freedom is calculated. A
statistically significant chi-square indicates that the i tems have
different response patterns , and hence do not behave similarily.

Popham (1971) analyzed items from several subtests (each
measuri ng a specific objective) with this chi-square approach.
All but one chi-square value ( from a total of 15) reached significance
at the .05 level of confidence. Apparently surprised by such re-
suits , Popham indicated that the chi-square approach may lack
utility. Popham ’s reasoning was that the Items were constructed
to measure the same objective , and accordingly, the chi-square
values should not have reached significance.

Unks’ Methods

Unks (1971) presented two novel methods for measuring CR
test reliability. In both methods , a single group, pre and post-
instruction test design is used. The first method calculates item-
total score correlation coefficients for both the pretest and the post-
test results . These correlations are the item validity coefficients
traditionally used with NR tests . Unks then suggested that the cor-
relation between the pretest and the posttest item validity coefficients
provides a measure of test reliability . The approach measures the
overall consistency of the relationship between item score and total
test score. It apparently ignores the lack of within score variance
characteristic of CR tests. If score variance is lacking , then the
traditional item va lidity coefficients are restricted and less var-
iable, thereby, reducing the correlation between the post and pre-
test item coefficients.

25

L



- 
- - -

Unks’ (1971) second approach to reliabilit y measurement was
based on the standard error of prediction; more specifically, on the
standard deviation of th~ error of prediction wh ich results when an
item score is used to predict the total test score. A simple linear
regression equation is used . Two sets of standard errors are cal-
culated. One set is calculated for the item and total score from
the pretest and the second set is caluclated from the posttest. The
two sets of standard errors are then compared using a matched
group t-test statistic. Unks suggested (it seems incorrectly) that
the probability l evel of the resultant t-value serve as an index of
reliability . The higher the probability level , the more reli able
the test. This index can be taken to ind icate the overall con-
sistency of standard error in a test.

In eva luation, it appears that Unks’ (1971 ) two reliability meas-
ures lack any log ical relationship to the concept of test rel iability as
the concept is generally understood. As noted, test reliability is
inversely related to the amount of random error in the measurement.
And , an indication of random error is shown by the degree of con-
sistency of the measurement. Anything random, by definition , does
not occur consistently. With Unks, however, the crucial phrase is
consistency of the measurements, (i.e., the instrument). Unks ’
measures apparently show a consistency , but not a consistency of
the measurement instrument itself, rather a consistency of derived ,
reliability type measures. Thereby, the relationship of Unks ’ two
test reliability measures to the extent of random error is indirec t
and vague.

Livingston ’s Traditi onal Measure Analogues

The problem posed by the lack of variabili ty simply stated
is that wi th zero variability many of the statistica l terms employed
in a correlational analysis become undefined . Livingston (1972)
maintained that these problems are due to the use of MR definitions
for CR tests. He redefined the concept of variance to increase its
relevance and usefulness in the area of CR measures. The classic
approach to variability views all variability as deviations from a
central score (the mean). In CR testing the score of interest is
not the mean but the criterion score. The criterion score is the
pass-fail , master-nonmaster cut-off score in a CR test.

LIvings ton (1972), accordingly, redefined variance as the mean
squared dev iation from the criterion score. The equation reads as
follows :

D(x) 
______

26

~~~ ~



_________________ 
-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
~~~

•

~

- -

where 0(x) is Livingston ’s analogue to the variance of X , Cx .s the
criterion score and X is the test score for the ith testee. (Living-
ston ’s notation is simplified here and below). Likewise , Livingston
defined covariance in terms of deviations from the criterion score:

‘ D ’(X , Y) = 
i~~1 

(X-Cx) (Y-C~) 

- 

-

where D’(X,Y) is Livings ton’s ana logue to the covariance. Accord-
ingly, Livingston presented an analogue to the traditiona l product-
moment correlation coefficient:

k(X , Y ) = D’(X , Y)

\1 D(X)D(y)

Given the definitions , Livingston (1972) developed a rationale
for the measurement of CR test reliability . As with classical test
theory, Livings ton defined reliability as the squared correlation be-
tween the observed score and the true score. (Note the observed
score equals the true score plus the error score). The equation reads:

k2 (X T ) - {D’(X , Tx)J 2
X 

D(X) D(Tx)

where Tx is the true score for a person on X. Livingston showed
that this equation equaled the ratio of the variance of true scores to
the var iance of the observed scores:

k2 (X , Tx) = 
z)

Interpretation of the results of this equation is analogous tointerpreting a reliability coefficient in classical test theory.

Livingston (1972) further showed that the analogy to classictest theory extends to the correlation between two parall el formsof a CR test which he showed to be equal to the CR reliability ofeither of the tests:

k(X, Y) {k(X , Tx )]2

In relating his CR statistics to those of classic NR testing ,Livingston showed that the CR reliability correlation coefficientis a general case of the classic reliability coefficient , and that,indeed , the CR reliabil ity coefficient is always at least as large asthe classic formulation, specifically: -

- - 
[k(X,Tx)J

2
> fr(X, Tx)]

2
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where r(X ,Tx) is the correlation between the observed and true
score calculated using the classic MR approach. Livingston sup-
plied an insight into the reason for this relationship using the
following logic. The CR reliability coefficient reflects uncertainty
relative to the criterion score, while the MR reliability coefficient
reflects uncertainty wi th respect to the mean. In many cases, the
scores will all be quite far from (all above or all below) the cr1- —

ten on score. In such cases there would be no uncertainty with
respect to a score being above or below the criterion score, how-
ever, uncertainty wi th respect to the mean would remain. Only
when the mean equals the criterion score is the uncertainty equal
in the two approaches.

Livingston (1972) provided other important, but less de-
finitional , CR analogs in NR test statistics, including : Spearman-
Brown prophecy formula , coefficient alphs , and a correction for at— .
tentuation. In all , Livingston developed and presented statistics for
calcula ting various types of test reliability for CR tests. These CR
statistics may be used in calculating such coninon reliability meas-
ures as: test-retest rel iability , parallel form reliability , and spl it-
half reliability . Moreover, it would appear from Livingston ’s work
that for item analytic purposes one could develop a CR analog to the
point biserial correlation coefficient to index the relationship between
an item and the total test score.

Livingston (1972) strongly suggested the use of his CR test
statistics over the NR test statistics when measuring the relia-
bility of a CR test. He attempted to show how the use of MR
statistics for CR tests may be misleading . Specifically, It is pos—
sible for two tests to be shown as uncorrelated with NR statistics
but as highly correlated with CR statistics. This may occur when
all students: (1) score above the criterion on the two tests, and
(2) the shape of the bivariate scatterplot of scores on the two tests
in circular. Here, the NR correlation between the two tests is
about zero; a student who scores high on one test, In relation to
the mean, is not especially likely to score high on the other test,
in relation to the mean. On the other hand , the CR correlation be-
tween the two tests is high and positive; a student who scores high
in relation to the criterion on one test Is likely to score high in re-
la t ion to criterion on the second test.

- 
Livingston (1972) apparently has provided an important con-

tnbutlon to the score variance problem In CR testing. By replac-
ing the mean score with the criterion score, Livingston has de-
veloped test statistics specifically adapted to CR measurement.
However, Livingsthn ’s approach has been criticized (e.g., Harris,
1972; Shavelson , Block, and Ravl tch, 1972) by others. Shavelson ,
Block , and Ravitch (1972) presented evidence which showed the NR
reliability coefficient and CR reliability coefficient as distinctlydifferent measures . These authors suggested that Livingston ’s meas-ure be given some other name than “reliability. ”

28

L ~~~~~~~
--—-~.



Hambleton and Novick’s Repl icabllity Concept

Hambleton and Novick (1973) noted that the concept of relia-
bility is In essence replicability. That is , the less the random er-
ror , the more consist ent and more repeatable the measurement re-
suit and hence the greater the reliability . Thereby, reliability meas-
ures need not depend on score variance as replicability is not, in
essense, dependent upon score variance. To Hambleton and Novick,
the reliability of a test (either a CR or MR test) can be estimated by
a nominal scale comparison of test results (e.g., pass-fail , master—
nonmaster). Specifical ly, Hambleton and Novick suggested that test
reliability (replicability) could be estimated by comparing the results
of a test administered to two comparable groups. Or alternatively,
reliability could ~e estimated by comparing the results of paralleltests administered to the same group. The percentage of passing
scores on each of the test administrations can be used to compare
test results . The more comparable the percentages , the more re-
liable the test.

Haladyna ’s Internal Consi stency Measure

Haladyna (1974) maintained that if sufficient variance exists
when mastery and norm-iastery CR scores are combined , then internal
consistency coefficients may be properly estimated. He stated that
the degree of homogeneity for any CR test, given combined samples ,
appears to be an empirical issue. In an experiment , Haladyna found
that the variance was significantly greater when he combined pre
and postinstruction group test scores than the postinstruction group ’s
variance by itself. He examined internal consistency with the KR-20
formula and found that the combined group sample yielded higher
estimates of homogeneity (internal consistency ) than the uncombined
estimates . Increasing the variability by combining mastery and non-
mastery student’ s test results yielded correspondingly higher rel i-
ability estimates . Based on these findi ngs, Haladyna concluded that
internal consistency is a workable concept for determining the relia-
bility of CR tests , given that pre and postinstruction test scores areemployed.

Swanii nathan, Hambieton, and Algina ’s Decision Consistency Approach
Swaminathan , Hambleton, and Algina (1974) presented a dec-~sion-theoretic approach to the measurement of CR test reliabili ty. Theyconsidered the consistency of decisions about mastery states (e.g.,master or nomiaster) on repeated administrations of the test as ameasure of test reliabiliy. Specifically, they defined reliability ofa CR test as the measure of agreement between the decisions made(I.e., the student passed or failed the test) in repeated test admin-istrations .
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The measure of reliability is given by the coefficient of agree-
ment K:

K = ((Po-Pc)/ ( 1-Pc)]

where Po is the observed proportion of agreement between decisions
and Pc is the expected proportion of agreement between decisions.
Po is given by:

Po = ~~ Pu
i =i

and Pc is given by:

Pc = 
~~. 
pj. p~j

1=1

where Ph equals the proportion of examinees placed in the ith
mastery state on both test administrations , and P1. and P.i re-
present the proportion of examinees assigned to the mastery state
i on the first and second test administrations , respectively.

To illus trate this approa . suppose that examinees were classified
into two mastery states, master or nonmastery, based partly on the
test results of each of two test administrations. These data are then

— cross classified and joint, marginal , and expected proportions cal-
culated--much as performed for frequency data in the chi-square
goodness of fit test. Some hypothetical proportions are presented
In Table 3.1.

Using the proportions presented in Table 3.1:

Po = .7 0 + • 19
= .89

Pc = (.75) (.76) + (.25) (. 24)
= .63

and

K =  (.89 - .63)/ (1 - .63)
= . 70
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In the above example , the value of K- is .70, which suggest a
fair amount of consistency--as would be anticipated from the data.
In theory, the upper limit of K Is +1 and may occur when the mar-
ginal proportions for different test administrations are equal. A K
value less than 1 will occur if any examinee is classified differently
on repeated administrations. The lower limit of K approaches -1.
Any negative K value shows extreme decision making Inconsistency
and unrel iability . However, a linear interpretation of specific neg-
ative K values may be misleading . As inconsistency increases across
classification decisions , K values may not decrease correspondingly.
Consider the examples shown in Table 3.2. Table 3.2a presents pro-
portions inverted to those shown in Table 3.1. A K - .41 results:

Table 3 .~.

Summary Information for’ hypothetical I)ata on
the Joint Classification o~ Examinees into Two
Mastery States on Two Tes: Administrations

Minim 2

Mastery States Marginal
Proportion

Admin 1 
\

%

\ 

Master Non Mas ter -

Master .7O(.57)’~ .05 .76

Mastery
States

Non
Master .05 .1~ (.06)~ .2’~

Marg inal
Proportion .75 .25

~Expected proportion
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Table 3.2

Summa ry Information for Hypothe t ica l  D i t e ~ for- Var iou s  Examples
of In ternal  Cons is tency  ~~~~;ur ’i ’_________________

a.
Admin 2

Mas te ry  St a te s M~irg i rial
Admir i 1 Master Won— -1ast~ -r Proportion

t4’as-ter .O5(18);~ .19
Mastery
States

Non -
M a s t e r  .70 . 0 6 ( . 1 ’l) ~ .7E ,

Ma rg inal
Proport ion .75 .25

‘41

b.
Ad m in 2 — —

Mastery States -Targina l
Adm in 1 Master Non-Ma stc ’r Proportion

Master . 95 ( .9 0 )~ .00 .95
Maste ry
States

Non- .00 - .05(.0O)~ .05
Master -

Marginal
Proportion .95 .05

K=1.o0

C.

~drnifl 2
Mastery States Marginal

Adin in 1 Master Non-Master Proport ion

Master . 00( .05) ~ .0 5 .05
Mastery
States

N on- .95 .oo(.o5)~ .95
Master

Marginal
Proportion .95 .05

K=- .11

~Expected proportion
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this is not syninetrical to that produced from Table 3.1. Tables
3.2b and 3.2c present more extreme proportions inverse to one
another . These show perfect classification consistency and in-
consistency respectively, across the two test administrations.
With the perfect consistency shown in Table 3.2b, K equals a
perfect +1 (as it should). On the other hand , wi th the perfect In-
consistency shown in Table 3.2c, K equals the quite less than per-
fect — .11. This last result is neither syninetrical nor linear; if it
was syninetrical one would expect a -1. Accord ingly, K, unlike a
typical reliability coefficient, may not possess interpretive clarity.
This result suggests the need for investigating the operating charac-
teristics of novel statistics studied in this area prior to their ap-
ppl ication .

The coefficient of agreement, K, as a measure of CR test rel i-
ability , may possibly be taken to indicate the proportion of agreement
between decisions that exist, over and above that which can be ex-
pected by chance alone. In this regard, Swaminathan et al., main-
tained that a measure which shows the percentage of examinees placed
in the same mastery state over two test administrations is lacking be-
cause such a measure does not take into account the fact that agree-
ment could occur by chance alone. Such chance agreement confounds
a reliability measure.

We also note that the K coefficient is~ not solely concerned withthe reliability of a CR test, itself. The K coefficient, as presented,
is dependent on the entire decision-making process. Such a relia—
bility measure then , is concerned not only with the content of a CR
test but also the decisions made on the basis of the test scores.

Suninary

Several approaches to measuring the rel iability of CR tests are
available. All suffer from one or more conceptual or statistica l
drawbacks. There appears to be no agreement on a preferred approach.
Part of the problem may lie in the desire to mimic NR tests when CR
tests are under consideration . Another issue seems to be the type of
reliability that is important for CR tests. Why should CR reliability
march to the music of NR reliability ? Perhaps CR reliability hears
a different drummer. Table 3.3 presents an outline of the CR test
reliability measures reviewed.
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CR TEST VALIDITY MEASURES

Guion (1965) stated that while test reliability may be the s ine
non of testing (i.e., if a test Is unreliable, it can not have any

merit)7 acceptable reliability alone in insufficient. Evidence of
test validity is a necessary requisite for establishing whether or
not a test is a “good” measure.

- The Standards for Educational and Psychological Tests (American
Psychological Association, 1974) defined validity as the appropriate—
ness of the inferences made from test scores or other forms of
assessment. In all , four aspects of validity are generally considered
when NR tests are involved: (1) predictive , (2) concurrent , (3)
construct, and (4) content validity . Predictive, concurrent, and, to
some extent construct validity are empirical types of validity. That Is,
quantitative data are acquired and analyzed in order to assess validity.
Content validity is a more logical , judgmental type of validity . A
test is content valid to the extent its i tems are j udged to represent
the domain of the testing objectives. For CR tests , it is with the
empirical validities that problems arise.

Since the procedures typically employed for empirically asses-
sing test validity are correlational in nature, they are based on
score variance. Popham and’Husek (1969) noted relative to CR tests
“...the results of the procedures (empirical validation) are useful
if they (correlations) are positive , but not necessarily devastating
if they (correlations) are negative. ” (p.6) Predictive validity meas-
ures, in theory, provide an Indication of the effectiveness of a test for
predicting an individual ’s behavior in specific situations. For this
purpose, performance on a test is usually checked against an ex-
ternal criterion , an independent measure that the test is designed
to predict. Predictive validity , however, for the CR test has been
considered irrelevant (e.g., ~agne, 1969; Ivens, 1970; and Shriverand Foley, 1974). Instead, content validity , with its concern for what
is being measured, is the validation strategy most often used by CR
test developers (Popham and Husek, 1969; Ivens, 1970; Gagne, 1969;
Klein and Kosecoff, 1973; Gronlund , 1973; Sweezey and Pearlstein,
1975).

Content validity for a CR test may be determined by: (1)
systematically developing the test. (i.e., referencing the test items
directly to criterion objectives), (2) obtaining expert judgment of the
appropriateness of each item for measuring mastery of an objective,
and (3) item analyzing the test to determine if the test items cor-
relate more highly with other Items used for measuring the same ob-
jective than they do wi th items used for other objectives (Klein &
Kosecof f, l973),* If the test items match the objectives precisely,
the test is content valid. The measurement Is observational and
rests entirely on the judgment of experts (Sweezey and Pearistein ,
1975). -

*Klej n and Kosecoff (1973 ) noted that i tem analysis wil l suffer
from lack of test variance.
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Al though many CR test developers support the value of con-
tent validit y for determining the validity of the CR test, and in the
opinion of many thi s type of validity is the only one that should be
cons idered , more empirical validit y measures have been considered.
These validity approaches, as wel l as the content validation strategy,
are reviewed below. The authors included are: Popham and Husek
(1969), Ivens (1970), Cox (1971) , tjnks (1971), Shriver and Foley (1974) ,
and Sweezey and Pearlstein (1975).

Popham and Husek ’s Construct Approa~~

-As noted, Popham and Husek (1969) suggested that the validity
of a CR test may be indexed using classic measures but that the re-
sul ts are useful oply if they are pos iti ve , and are not clearly inter-
pretable if negative. They maintained that CR measures are pri-
marily validated in terms of content validity-the extent to which the
test resembles the criterion. However, construct validity approaches
are also seen as appropriate for CR tests. Construct validity is use-
ful in the case of a test which measures “a proximate predictor (e.g.,
administred at the close of instruction) of some more distal criterion
(e.g., occu ring many years hence)” . A positive intercorrelation
among several such scores indicates the presence of cons truct val idity
according to Popham and Husek. That is , empirical evidence for
the construct validity of a CR test may be inferred from the intercor-
relations of several proximate predictors of the same ultimate cr1—
ten on.

Ivens’ Gain Score

Ivens (1970) suggested that the validity of a CR test may be
determined by the “magnitude of the gains shown between the pretest
and posttest means.. .In the comparison of two tests, it is plausible
to assume that the one with the largest gain from pretest to posttest
is the most adequately reflecting subject proficiency on the stated
objective.”, (p. 13). Standard statistical tests for determining the
sign ificance of differences may be applied to the results of the cal-
culations to determine i-f the gains are significantly different from
chance increments. Such a statistic might show evidence for or
against construct vali dity.

As discussed previously, Ivens suggested two measures for
evaluating CR i tems. To repeat, the quantitative technique requires
three administrations of the same test to the same examinees--a
pretest(a), a po~ttest(b), and retest(c). Recall the first index is:

(1 - 

~~ab~ ~bc~
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Pab andPbc are defined as the proportion of examinees whose item
scores are identical over the two subscripted administrations. The
max imum score of 1 is obtained if all the examlnees fail the item
on the pretest and pass the item on the posttest and retest (in the pass/
fall scoring format).

The formula -for the second Index is:
- 1’a) (1 - - Pt ) J )

where P is the proportion of examinees who pass a given item. In
the second formula the range varies from -l to +1. NegatIve values
occur If a greater proportion of examinees pass the item on the pre-
test(a) than on the posttest(b). These formu las , which assess Item
quality , can be used to assess overall test validity by calculating
mean values over all items. As noted, these Indices may be used as
substitute measures for test reliability. The first term in both the
formulas was held to be a measure of item validity and when averaged
across -Items to provide a type of internal consistency estimate. For
test validity purposes, evidence of construct validity Is shown by the
degree of interna l consistency. The second term In the formulas are
measures of Item reliability and show stability when averaged across
Items. And finally, Ivens suggested that predictive validity can be
measured by substituting independent measures of actual objectives
for the retest.

To the extent that these arguments hold, the various item
indices and the internal consistency test reliability measures dis-
cussed in the previous sections can be used for evidence of con-
struct validity.

Cox ’s Construct Approach

In an approach similar to that suggested by Popham and Husek
(1969 ) and actually employed by Ivens (1970), Cox (1971) sta ted that
a construct validation approach may be successfully applied to CR
tests . As an example of this, Cox suggested the use of a comparison
of pre and postinstruction test scores as a measure of CR test validity.
Such a measure would provide an estimate of internal consistency,
and hence can be taken as evidence for construc t validity. However,
Cox did not provide the details for the application of this approach and
no specific measure was given.

Unks’ Concepts

links (1971) identified three viewpoints on measuring the validity
of CR tests . One was Ebel ’s (1961 ) view that the CR test sometimes
can not be further validated, since the test itself is the best available
definition of the criterion. Ebel ’s view Indicates that CR tests are
content va lid by definition. A second approach involved the creation
of sequentially scaled items to form a test with Guttman scale pro-
perties. An evaluation of the extent to which the actual data show this

- 
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property is taken as an indication of test validity . A third viewpoint ,
presented by Unks, considered the standard deviation of the error dis-
tribution (i.e., the error in predicting the criterion from the test
scores: the standard error) as a validity estimate. This final approach
may use s impl e linear regress ion w ith an external and independently
measured criterion as the dependent variable and the CR test scores
as the independent variable. Such an approach represents a predictive
validation strategy.

Shriver and Foley ’s Job Relevance

Shriven and Foley (1974) developed a battery of CR performance
tests for several types of job activities required for electronic main-
tenance (e.g., align, adjust, and cal ibrate; remove and replace ; and
use of hand tools). This approach emphasized test construction
and the development of test tasks which directly referenced the job
activities . As .suc h, content validity was established . Indeed,
Shriver and Foley (1974) stated that because they designed their CR
test to be as nearly identical to job criteria as possible , “...no
validation of their empirical valid i ty is possible. They are empir-
ically valid by definition , (p. 44).” Furthermore, Shniver and
Foley noted that their performance type CR tests measure only skills
and abilities and not motivational variables. Thereby, test perfor-
mance will predict job performance only within limits and this pre-
dictive validity is reduced.

Shriven and Foley’s contention seems defensible to the extent that:
(1) the tes1~and the ultimate job are congruent, and (2) the job analysis
is fully descriptive and generalizable.

Sweezey and Pear i stein’s Concurrent Validity

Sweezey and Pearistein (1975) discussed concurrent validity for
CR tests. To obtain concurrent validity , the CR test results of in-
dividuals are compared wi th their results on other measures of per-
formance (taken in close proximity to the test). For CR tests, the
other measure wou ld , of necessity, have to be an independent assess-
ment of performance on the same criterion objectives. A phi cor-
relational analysis (which is less dependent a score variance than
other correla tional stati stics) of these data was sugges ted to prov ide
an indication of the degree of relationship, or concurrent validity.
And, a t-statistic may be used to compare the mean score on the
independent performance measure of the high (pass) and low (fail)
test scoring groups to show whether or not a concurrent relationship
ex ists.
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In addition , Sweezey and Pearlstein (1975) discussed predictive
validity. According to Sweezey and Pearlstein , predictive validity
for a CR test rests on the same concept as the concurrent validity .
Predictive validity compares CR test results with the results of an-
other measure , taken later in time, usuall y a measure obtained when
the students are on-the-job. Criterion measures for predictive va-
l idity purposes are: supervisor ratings , other tests , peer ratings ,
other on-the-job measures of performance (e.g., time on-the-job
until proficiency was reached, level of productivity , errors made,
number of times supervision was required). The phi correlation
coefficient was also suggested by Sweezey and Pearlstein for ob-
tam ing a predictive validity index.

Sunmary

The present discussion considered four types of validity related
to CR tests: (1) content, (2) construct, (3) predictive , and (4) con-
current. The various approaches are surmiarized in Table 3.4.

Several authors maintained that content validity is the only re-
levant aspect of validity for CR tests. This viewpoint was held not
only because the lac k of score var iance inhibit s the other correla tional 

—

aspects of validity but a,lso because content validity is primarily con-
cerned with what CR testing is all about: the content meaning of a
test. These arguments seem strong. However, the emphasis on
content validity to the exclusion of other validation approaches may
be considered to represent ignoring the problem . Validity must be
both empirical and judgmental. As such , both empirica l and jug—
mental answers are needed and necessary.

The lac k of score var iance in CR tes ts makes the val idational
problem difficult as was also true for the item analytic problem .
The respective rev iews of item analysi s, test reliability , and va-
lidity presented several methods for managing the score variance
problem. Three general procedures can be abstracted : (1) pro-
portional and frequency type analyses (e.g., Cox and Var gas , 1966;
Ivens , 1970), (2) CR analogs to the traditiona l correlationa l analyses
(e.g., Livingston , 1972), and (3) traditi onal correla tional analyses
(e.g., Haladyna, 1974). The proportional and frequency-type analyses,
as a whole, avoid the score variance problem and typically fit the CR
testing paradigm.

Generally, there is confusion relative to the “proper” statistic
in each area of concern. Most of the individual studies have been
fragmentary and isolated. There seems to have been more interest
in developing CR tests than in empirically evaluating them. User
demand may constitute one reason for this. The current EEOC
emphasis on job relevance gives additiona l thrust to the content
arguments. And, as EEOC requirements move away from valida-
tional concepts towards nonadverse impact requirements, the for-
mal statistical aspects of a test, whether CR or NR , may rec eive
further deemphasis.
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IV . MASTERY DETERMINATION/DEFINITION AND TEST LENGTH

Determining mastery involves two problems. First, It Is
not practical to insist on perfect test scones. Accordingly, complete
mastery is almost nonexistent. Second, includ ing in a test all items
from the population of test items is often impossible. For example,
in an addition test, from the indefinitel y large population of addition
items, a sample must be selected. Given these two factors, mastery
determination must be made without perfect knowledge. That is, de-
termining mastery requires a cut-off score at which a certain mm-
iinal number or percentage of the sampled items (selected for the
test) are passed. -

Parentheticall~?, we note that some CR testing paradigms In-
d ude all the possible items from the item population and insist on
perfect mastery . Such a paradigm more often than not involves
performance testing . For example , Shriven and Foley (1974) devel-
oped a CR performance test battery which mirrored the criterion
objectives. Their items included all the behaviors performed on the
job. Second, Shriver and Foley insisted on complete mastery. In
such a case no mastery extrapolation is required; the examinee can
or can not successfully perform the whole job.

On the general level , Milima n (1973) presented four consid-
erations relative to determining cut-off scores:

• Item Content--The i tem content concept involved
subjective judgments of how important it is that
each item be answered correctly. On the basis
of these evalua tions, a minimum score for pass ing
the test is determined. Or, the decision could be
reached that, to pass the test, all items must be
completed correctly. Al ternatively, this rubric
would have the test items classified in a matrix,
with difficulty and importance as the dimensions.
Here, Mlllman indicated that judgments are made
of the proportion of items In each cel l of the matrix
that must be passed to be minimally qualified . The
sum across the cells according to Miliman, is the
number of items which msut be answered correctly
to pass the test.

• Educational Conseguences-—Miliman said that the
educational consequences concept considers the ef-
fects on future learning as a mastery determinant.
If the mastery level Is set too low , students may be -given instruction on new concepts and skills they will
be ill equipped to master . If the level is set too high,
efficiency will be reduced since students will be spend-
ing too much time in remedial training.
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• Psychological and Financial Costs--Millma n described
the psychological and financial cost concept as dictating
a low cut-off score if the psychological and/or financial
costs are high. Examples of psychological costs are •

1

reduced mot iva ti on, boredom, and damage to one ’s
self-image.

• Errors of Guessing and Item Samplin g--Millman ’s
guessing error and item sampling error concept
cons iders score adjustment to account for guess ing
or item sampling errors. Millman recommended
that the cut-off scores be raised or l owered when the
test i tems do not fully represent the population of be-
haviors covered in the unit of instruction , so that mis-
classifying students does not occur.

Deciding whether or not a student has passed a test and is a
master of some performance has been accomplished within varying
degrees of arbitrariness. At a more arbitrary level , a cut—off score
has been selected on the basis of “best judgment” of knowledgeable
people--people who represent the training and job requirements
points-of-view. At a less arbitrary level , cut-off scores have been
selected on the basis of a statistica l model which attempts to minimuze
errors in mas tery class i f ica tions , (i.e., classifying a “true ” master
as a nonmaster or a “true ” nonmaster as a master). The present
chapter reviews certain of these methods for selecting cut-off scores.

Delphi Technique

Siegel , Bergman , and Lambert (1973) employed the Delphi
technique to set minimally acceptable and desirable test scores. The
Delphi technique, developed at the Rand Corporation, (Dalkey and
Helmer, 1962; Helmer , 1967; Dalkey, 1967; Brown , 1968; Dal key, 1969;
Marti no, 1972) is a method for converging the opinions of a
group. Siegel , Bergman, and Lambert (1973) asked supervisors
to provide a quantitative rstimate of the cut-off score on a CR test
which would define a mastr - -y demarcation. The judgments made
by the experts were individually determined , without benefit of
consul tation with the other group members. The estimates were
then collected and presented to the group, as a whole, so that each
could see his estimate in the context of the other group member’s
estimates. Then, a session was conducted in which various super-
visors were asked to justify their estimate. Following the justifica-tion procedure, the supervisors reassigned cut scores. This pro-
cedure was followed until the group reached a consensus.
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Statistical Models

Several more statistical approaches to the selection of cut-off
scores have also been developed. Epstein, Steinheiser, Macready,
and Mirabella (1977 ) provided an extensive review on the statistical
model s for determining mastery level . Some of the models which
in our view are most practical , are described below . The models
are categorized for convenience as: (1) empirical , (2) probabilistic ,
(3) binomIal and (4) Bayesian.

Empirical Models

Block (1972) and Crehan (1974) developed empirica l methods
for establishing cut-off scores.

Bloc k (1972) established cut—off scores on the basis of the re-
lationship of test scores to a set of external criteria. His criteria
considered performance and attitudinal variables . Specifically,
Block experimentally examined the effect of using different cut-off
scores--O% (the control group), 65%, 75%, 85%, or 95% correct--on
five separate outcome measures: (1) achievement, (2) learning rate,
(3) transfer, (4) interest, and (5) attitude. From Block’s wor k, it
appears that the test score which optimally discriminates between
high and low performers on the external criteria can be selected as
the cut-off score. This approach takes into account the attitudinal
as well as the performance cr iter ia; that is , a tradeoff is made by
selecting a cut—off score which optimally discriminates on both the
performance variables and the atitudinal variables . The major
problem w ith Bloc k’s approach seems to be that the results may not
be general i zable from sample to sample. Continuous cross va-
l idation may be necessary.

Crehan (1974) presented a method for setting cut-off scores
based on instructional effects. This method is based on the relative
success of possible cut-off scores in discriminating between pre
and postinstruction students. Accurate discrimination is assumed
when preinstruction students fail and postinstruction students pass
the tests. Specifically, Crehan ’s approach chooses that test score
which maximizes the number of: (1) preinstruction students who —

fa il the test , and (2) pos tinstruction students who pass the test. As
noted in a previous section, Crehan defined mastery as dependent
on instruc iton. And , also as noted previously, such a method is
confounded to the extent that: (1) mastery is achieved independent
of formal instruction, and (2) instructional quality varies .

Probabilistic Approaches

Emnick (1971) and Dayton and Macready (1976) presented two
related probabilistic models which estimate the optimal mastery level
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cut-off score. Both models assume that mastery level is all-or-none ;
one Is eIther a master or a nonmaster with respect to some skiU.
Essentially, these models choose that test score which minimi zes the
cost and probability of misclassification. The probability of misclas- -

sification is defined as the probability that a master will not achieve
the cut-off score plus the probability that a nonmaster will equal or
exceed the cut-off score.

Emrlck (1971) presented a probability formulation for identifying
an optimal cut—off -in terms of a cost tradeoff between classifying a
“true” master as a nonmaster (I.e., false negative) and a classifying
a “true” nonmaster as a master (i . e . ,  false positive). The -optimized
cut-off score formula is:

I tb ’l  1 L2
p(M)~

~lo~~1 a~j+ 
— log

I ab
log ii-a) (1-b)

where:

k cut-off score; percentage of i tems cor rec t

a = probability of “guessing ” corre ct ~ iswcr

b = probability of “forgetting ” correct answer

p(M) probability of mastery

p(M) = probability of nonmastery

loss incurred from false positive
— = loss incurred from false negative

n = test length, number of items

44

— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
--

~~
—‘

~~~
-- - — — -—-—

~~~~~~~~~~~~~~~~~~~~~~ -—- ---- - --------— -~



_ _ _ _ _ _ _ _ _ _ _ _  - -  
- 
___

Dayton and Macready (1976) developed a probabilistic model
for determining cut-off scores which accounted for “guessing ” and
“forgetting” errors. These errors are a result of the all-or-none ,
dichotomous mastery level assumption. An error occurs when a
“true” master forgets the correct response or a “true” nonmaster
guesses the correct response. In essence, the Dayton and Macready
model estimates the probability of all the possible response patterns
for a test given the: (1) probabIlity of mastery, (2) probabIlity of
“guess ing” correct ly, and (3) the probability of “forgetting.” That
test response pattern which minimi zes the probability of misclassi-
fication is chosen as the cut-off score. Specifically:

p (j )  = [a
5
~(l-a) ’

~~
53 

p(i~i)] +

where:

p(j) = probability of given response pattern
Sj = number of correct responses (e. g., number

of l’ s in the response pattern

a = probability of “guessing”

b = probability of “forgetting”

p(M) probability of mastery

p(M) = probability of nonmastery

n number of items

We note that both Ernrick (1.971) and Dayton and Macready
(1976) assumed that: [p(M) + p(M) = 1]. That is, If mastery level
is not all-or-none and partial or over l earning can occur, then the
cut-off score determined by the two formulas will be less than
optimal .

Either of the two approaches can also be used to determine
the number of Items required for a test (given the other variables
In either equation).
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Shoemaker (1972) suggested that a multi ple cut-off method
be employed with CR tes ts . Wi th this approach, i tems are selected
so that: (1) a certain proportion of Items would be passed by all
exami nees reaching a minImum level of satisfactory achievement,
(2) an additional proportion of Items would be passed by those ex-
ami nees who have surpassed the minimum level of achievement,
and (3) the remaining test i tems would be passed by those examinees
achieving a high level of mastery on that objective. It is possible
to bracket a student’ s achievement level on each objective, with
such a distribution , and still have a CR test. The three levels of
mastery identified in this paradigm are the minimum levels , above
minimum , and high level of achievement.

Binomial  Model

Mlllman (1973) presented a binomial distri bution model from
which a cut-off score can be chosen such that the probability of
masters not scoring at least that score and nonmasters scoring at
that score is minimized. In this model , mastery level is def ined
as the probability that a person will respond correctly to a randomly
selected test item from a specified population of items. Hence, as
probability ranges from zero to one, the model holds a continuous,
incremental view of learning . The model is represented by a binomial
formula:

1(x) (ix (1 )  fl~~X

where:
x = the tota l number of cor r ect responses

f(x) = the probability of test score x

n = the number of items
n!

~x) = the binomial coefficient: x! (n-x) !

Miliman’s model can also be used to estimate test length
given: (1) an acceptable level of class if ication error , (i.e.,
false positives and false negatives), and (2) an operational de-
finition of masters and nonmasters. To determine test length, two
values of x are specified : the lowest percentage score which will
be accepted as defining mastery (Xm ) and the highest percentage
score which will be accepted as defining nonmastery (Xnm). (A
val ue between these two scores is taken to indicate ambiguity with
regard to mastery level). Next, the probability of: (1) misclas-
sifying a master as a nonmaster (Mc) , and (2 ) mIsclassifying a non-
master as a master (NMc ) is specified . Finally, a percentage cut-
off score (C)  is selected. The aim is to determine the test length (n)
such that Mc and NMc are not exceeded given Xm and Xnm.
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To illustrate, It is desired that the cumulative binomial prob-
abi lity of master scoring below a percentage cut-off score (c) be
less than Mc:

P (x<c— l)�Mc

and hence,

C 1

H

X

(l _p)
fl_X

<Mc

where p = Xm, the minimal mastery level . Simi larly , it is desired
that the probability of a nonmaster scoring above a cut-off score Cc)
be less than NMc:

P(x �c)� NMc

and hence,
n,~~~x n-x
~~‘ (I~’p ( l-p )  <NMc
~~ Ix —
C ’

where p = Xnm , the maximal nonmastery level . Each equation is then
solved for n. The min imal n which solves both equations is taken as
the preferred test length. Millman provided tables which aid in
solving the equati ons for n.

The major weakness of the binomial model is the requirement that
mastery and nonmastery be operationally defined. The sol utions
provided by the model are Incorrect to the extent the operational
definition of the mastery level is incorrect. In such a case, Epstein
and his collegues cons idered the model ’s solutions as conservative. -
More important is the point that , if the true mastery levels are known,
there Is no need for models to determine cut-off scores. The model ,
therefore , is somewhat circular in determining mastery level . Epstein
et a t , therefore suggested that the binom ial model is most useful for
approximations of test length and a cut score prior to collecting test
data .

Bayesian Model

Epstein and Steinheiser (1975) used Bayes ’ Theorem for de-
termining mastery level . Essentially, this model asks: Given past
test performance, what is the probability of mastery or nonmastery?It is a conditional probability statement based on the condition of
prior information . As for the binomial model , the Bayesian model
does not assume learning to be all-or-none. Mastery level is de-
fined as the probability of responding correctly to any random Item
from the Item universe.
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The Bayesian model can be used for deriving test length and cut-

off score , if information about the quality of the examinee population
is known prior to testing . Two pieces of prior Information are re-
quired : (1) an estimate of the mastery level s possessed within the
examinee population , and (2) the conditional probability that a randomly
sampled item would be correctly answered given a specific mastery
state.

The Epstein and Steinheiser (1975) model is based on a two-
step algorithm . The first step yields the probability of an examinee
being in a mastery state, i , given an i tem score t. The equation is:

p(t I M.) p (M.)
p(Mi t) = 

1 1
1

~ p(t M .) p(M )
1

where: -

s = the number of mas tery states ,

t = the i tem score, (0 or 1)

Mi = the mastery state being considered

p(Mi) = the prior probability that a person is in - -

mastery state i

p(t lMi ) = the probability of the score t, given the
mastery state

The second step combines the p(Mi I t) probabilities for each item
and yields a final probability of being in mastery state I given the
total test score T. The equation is: —

j 1 p(Mj t .) —

p(M . IT ) 1 
~

1 n- i  s np(M. )  
~ ~ (M . t .)

1 3

where :
j = l,2,...n = the number of i tems

I = the total test score

48 1



- - — 

~~~
- ----

~~~~~~
.—. - - -

~
---------- --------- -.-----—-—-- - ---

~~
--- -- - —.--— --

~ 
-- - - -

~ _-, _ --~--,--_-- —- ~~~~----- - -  - ---- ----- -

In all , the Bayes ian model can enhance the determination of
mastery levels——given the availability of accurate prior information .
Specifically, it ca n be shown that if accurate prior probabilities are
available , then the Bayesian model can be used to ac hi eve a given
level of mastery level classification accuracy with fewer i tems than
otehrwise possible. However, the prior probabilities concerning
the mastery level of examinees can often be inaccurate. Typically,
the prior probabilities are estimated on the beliefs and expectations
of the examiners about the examinee population and thereby, subject
to error.

Discuss ion
The l iterature indicates that mastery can be defined arbitrarily

or systematicallys Table 4.1 summarized the basic approaches used
to set mastery cut-off scores. The choice of one approach over an-
other will probably depend on the specific user environment. The
decision process, whether clinically or statistically based, should
consider the necessary variables and the consequences of an improper
consideration . One consideration is test length.

Test Length

The final topic discussed in this chapter concerns test length.
In determining mastery level , the question of test length is a crucial
one. Indeed, one method for enhancing the determination of mastery
or nonmastery and reducing the chance of misclassification is to
increase the number of test items. However, increasing test length
is not always practical and some statistical models (e.g., binomial)
estimate the smallest number of items needed to determine mastery
level .

Traditionally, test reliability is a function of test length. For
practical purposes, the CR test should be as short as possible and
yet test a criterion objective sufficiently well that judgments of
mastery may be made. Although novel to the area of CR testing,
sequential analysis--a method of testing over two decades old (e.g.,
Anastas i , 1953; Tiffin & Hudson , 1956; Wald , l 947)-—could be
brought to the scene in the interest of saving test time. Sequential
test ing would allow the CR test to be shortened for the prof ic ient or
the poor student.

Sequential testing is based on the premi se that very high and
very low proficiency can be detected with less than the full corn-
plement of test items. More extensive testing is necessary for
students of borderl ine proficiency. Typically, a test item is admin-
istered based on the student’s response, one of three dec i s ions is
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reached: (1) continue testing (decision indetenninate), (2) accept (mas-
ter), or (3) reject (nonmaster). If the first decision (continue testing)
is reached, the testing process is continued until a proficiency classt—
fiction can be made, or the test is terminated . Knerr and Epstein
(1976) indicated that sequential testing requires approx imately half as
many items as tests of fixed length to achieve the same level of accuracy.

Along a philosophy similar to sequential analysis , CR tests
may also be tailored to fit better the ability of each examinee.
Tailored testing includes a number of different testing strategies
for adapting the difficulty of test items to the testee ’s ability level ,
(Lord, 1970); it involves administering test items of a difficulty
level which more closely matches each examinee ’s ability to per-
form the task under test. As with sequential testing, a tai lored
test may reduce the total number of test items administered and
possibly test time without loss of reliability .

One type of tailored testing-strategy is the stratified adaptive
computeri zed testing model (stradaptive). In stradaptive testing, a
computer is programmed to select -i tems from different strata of
item difficulty levels based on: (1) an initial estimate of the examinee ’s
ability , and (2) the examinee ’s response to the prev ious item. The
selected item is presented to the examinee (via a cathod-ray-tube)
and his response recorded. At the start of testing, the difficulty
level of the first i tem presented is based on the prior estimate of
the exam inee ’s ability . The next item presented will be: (a) more
difficult -if the response was correct, (b) less difficult if the response
was incorrect, or (c) equal in difficulty if no response was made.
Typically, this process continues until the examinee responds incor-
rectly or not at all to some defined number of items (e.g., 4 or 5)
within a given stratum of item difficulty .

Waters (1977) presented evidence which suggested that a
stradaptive version of a standardized ability test is more reliable ,
equal ly val id, and requires fewer i tems. Waters noted , however ,
that stradaptive testing required a longer response time per item,
and suggested that stradaptive testing may not always be more ef-
ficient than conventional testing.

Millman (1973) added two concepts to a id in determining test
length. One method uses the standard error of measurement which
ul timately converts numerical values of standard errors into prob-
ability statements. The other method was referred to as the bimodal
model . Tables were presented which related test length to accuracy
for a given passing score out of a total number of Items for student’s
true level of functioning .

5].



Sweezey and Peariste l n (1975) suggested several general
approaches for determining the number of Items a CR test should
include. Their recommendations Included : (1) use as many items
as are necessary to demonstrate that the student can perform under
specified conditions, sel ecting the objects and cond itions with which
the student must work and (2) use as many i tems as are necessary
to ascertain that the criter ion objectives have been met.

In order to guard against chance occurrences during the test.
Sweezey and Pearlistein indicated that more than one of the same
type of item might be included. For example, in a typing test there
might be two equivalent passages to be typed, within the same time
constraints , but on two different types of manual typewriters. There
are situations in which a single occasion of performance may not be
an accurate indication of complete mastery of the task. Gagne (1969)
stated that two samples of performance of a single class (i.e., two
items) should suffice to test whether a student can or cannot perform
that class of behaviors. One item was not considered sufficient be-
cause there may well be unknown factors influencing the responses
to any given item. However, Gagne believed It unlikely that these
unknown factors would operate in the same fashion in the case of two
items. Thus, according to Gagne, a test should include two items
of each type; performing correctly either item is taken as a demon-
stration of mastery of that objective.

Sumary

As was the case with cut—of f score determination, the choice
of test length depends on many factors . The variabl es to be considered
range from test ing t ime, convenience, and fatigue to test reliability ,
and validity. It seems that where merited by the s i tuat ion, a cost-
benefit analysis needs to be completed. Again, there was little con-
vergence in the literature relative to a “preferred” approach.
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V. CR PERFORMANCE TESTING AND RATER ERROR

One specific type of CR test Is based on performance demon-
stration and is particularly relevent to technical training in a
wide variety of Air Force schools. GeneraUy, but not exclusively,
this type of test employs a c hecklist rating for format. The present
chapter discusses performance rating procedures in the armed services ,
possible causes of rater error in such checklists, and a general
model of rater behavior.

Shriver and Foley (1974) summarized the advantages of CR
performance tests:

Paper and pencil job knowledge tests are more easily
developed and administered...They require no equip-
ment. They usually require less time to administer.
But they do not measure how wel l individuals can per-
form the tasks (which they are learning to perform
and for which they eventually will be paid to perform)
...Such job knowledge tests are no bargain , no matter
how cheaply they can be developed or how conveniently
and easily they can be administered (p. 58).

Shriver and Foley held that paper and pencil tests are not em-
pirically valid for measuring job ability . Convenience of administration ,
ease of scor ing, ease of interpretation, tradition , and lower costs
were the explanations given for the continued use and reliance on the
written tests.

Performance Chec klists

The performance checklist is employed as a device for meas-
uring student ability when measurement of performance in process
is of interest. This type of measurement Is required when no meas-
urable end product is involved , when sequence of performance or ad-
herence to prescribed procedures is important, or when subsequent
steps might cancel errors made in prior steps. In some cases, both
performance in process and the final product are scored. The pro-
duct may be examined for accuracy, freedom from defects, and ability
to meet operational requirements. Siegel (1971) indicated an important
problem inherent in the checkl ist , -I.e., certain aspects of a job may
be lost in the checklist approach. For example, situations have been
identified In which a performance score does not correlate highly
with expert judgments of the quality of the fina l product. Where
checklist scores do correlate highly with expert opinion of the final
product, Siegel supported the checklist as the preferred instrument.
The reasons offered to support this contention were that: (1) more
objectivity may be incorporated into checklists than in many otherinstruments , (2) increased inter and intraexaminer reliability, (3)
increased test reliability , (4) less examiner experience in the par-
ticular task is required, and (5) the checklist is a valuable diagnostic
tool allowing Insights to be gained by the examiner as the student per-
forms the task.
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Sweezey and Pearistein (1975) stated that the checklist is the
most “rel iable rating scale.”. They maintained that the format of the
checkl ist , with Its emphasis on elements of behavior , assists the
evaluator In his evaluations of each performance step and that the
checkl ist reduces the effects of many of the errors found in ratings
because of its minimization of subjectivity. Unl ike the typical rating
scale , checklist content and scoring do not deal in trait generalities
but emphasize specific observable behaviors. The checklist asks
whether or not specific behaviors are demonstrated. It is a list of
behavioral statements on which check marks are place only for those
behaviors that are demonstrated.

Performance Checklist Development

The performande checklist is usually developed from a task
analysis. Guion (1965) reported use of the critical inciden t approach
to developing checklists. A critical incident analysis describes those
behaviors that are “critical” to successful task performance. Critical
incidents are such that, depending on whether or not the “cr i tical ”
behaviors are performed, success or failure will result. No matter
what approach is used, the major result is that a list of specific, be-
haviorally based task statements are produced.

Performance Checkl ist Scor ing

Checklist items can be scored in several ways. Typically the
checklist is just that——a list of behavioral statements along with a
space for entering a check mark if the behavior is performed. This
would result In a one or zero score for each item of behavior. Scores
may be derived from such checklists much as for tests in general.
Scoring may be accomplished by summing across subscores of the
inclusive components of the global task. In addition , criteria of
mastery/nonmastery may be established from total scores.

Another common scoring method, the method of s ummated
ratings, allows the rater several response categories for each be-
havioral item. These response categories usually follow a Likert-
type format, such as “strongly agree,” “agree,” “undecided ,”“disagree ,” and “strongly disagree.” Here the rater judges the
amount that he agrees or disagrees that each listed behavior de-
scribes the examinee ’s performance. Each response category Is
ntanerlcally weighted where, for example, given a desirable be-havior, weights might range from 5 for the “strongly agree” response
to 1 for the “strongly disagree” response. An overall rating for per-
formance on the task can be accomplished by simply summing the
response weights across items. A variant of this approach allows
the rater to assign from zero to some given point--depending on per-
formance quality—-for each listed behavior.
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Examples of Performance Checklists in the Navy and Army

All the military services employ some form of checklist for ~
- I

performance assessment. In the Navy, Abrams and Pickering (1962)
identified four characteristics that should be built into a checklist.
They contend that a checklist should:

1. possess ease of administration , scoring, and
interpretation

2. evaluate proficiency in essential areas of per-
formance

3. point to the essential areas of training if pro-
ficiency is lacking

4. impose time demands (if appropriate)

Abrams and Pickering developed a checklist for measuring the main-
tenance proficiency of naval sonarmen in the fleet. This checklist -
required supervisors to evaluate sonarmen performing routine checks. —

They marked ‘((yes) or N(no) alongside each step in the checklist.
The pupose of the checklist was to identify areas where additional training
was required. The N scores indicated areas of weakness and , perhaps a
requirement for training.

The Army uses the Skill Qualification Test (SQl) to evaluate
an enl isted soldier ’s performance on spec if ic tas ks (SQT - A guide
for leaders, (1977). These tests measure a soldier’s skill in per-
forming tasks. The SQT involves an evaluation of critical tasks.
A soldier is proficient if he reaches or surpasses a fixed standard.
The SQl has two components--written and hands-on. The hands-
on component is the performance aspect of the SQT. The observa-
tions are made by the supervisor as the soldier performs various
tasks. The SQTs are administered to the soldier every two years.
The results are used as qualifiers for advancement to higher skill
levels. The tasks are listed in checklist fashion . Scoring Is per-
formed by the Pass-Fail technique. (Department of the Army Scoring
Booklet, 1977).

Other uses of the checklist In the military context are found
in: Richlln, Federman, & Siegel , 1958; Siegel , Richl in, & Fedennan,
1958; Richlin , Siegel , Schultz, & Benson, 1960; SIegel , Richlin &
Federman, 1960; Siegel & Schultz, 1960; Schultz & Siegel , 1961;
Siegel , Schultz, Fischl & Lantennan, 1968.

55

___  

-- -



~~~~~~~~~~~~
—

~~
_ --Ye

—

~

--- ‘

~

- - --_---_ ,_--_ —_ -

Performance Checklists in the Air Force

In (order to examine the utilization of criterion-re ferenced measure- -

ment in ’the A ir Force , a sampling of performance checklists in Air Training
Command resident courses was taken . After a comprehensive selection
process (designed to cover pro fessional , technical , and clerica l occupations).
eleven courses at two Air Force bases were selected and certain checkl ists
from each course were i dentifi ed for Intensive study.

Generally, the results of this study indicated the following:
(1) The instructors based performance checks on the criterion objectives.
However, in only a few Instances were the standards of speed and/or
accuracy specified in the criterion objective . (2) In most situations,
the procedural steps (the checklist) invol ved in the performance checks were
taken from technical orders and/or the student workbooks. Al though acquisi-
tion and retention of skills was a specified goal of the performance checks,
the performance checks as conducted coul d not satisfy this goal . There was
little evidence of criterion referencing in the formal sense. The conditions
for successful performance were not clearly specified and thereby decreased
the overall effectiveness of the check. (3) The performance check is an —

appraisal of student’s ability to perform tasks on which they received
training. In most Instances , familiarity with the equipment and the
tasks involved in the training received was the only requirement for
passing the performance check . For these situations , proficiency demonstra-
tion was not a requirement. The instructor or the students ’ peers were
often allowed to demonstrate or prompt the student during the performance
check. Accordingly, standardization of testing procedures was lacking
In these areas. (4) The courses examined In this survey Indicated a
ratio of performance checks to training objectives ranging from 32 percent
to 98 percent. In most cases, if a performance check coul d not be accomplished ,
a training deviation was required.

Until about 10 years ago, performance tests (as opposed to performance
checks) were sometimes administered In Air Force courses. The results of
these tests were used In conjunctIon with the - results of written tests
(used for testing knowledges rather than skills) to develop an end—of-
course grade for each student. Performance testing required that students
first be provi ded training time on the equipment and then brought back for
a final evaluation . It was said that this procedure was unsatisfactory
because: (1) It tied up equipment needed for other purposes , (2) Test
materials consumption was costly, and (3) Test administration time (if
students were to be tested on all tasks taught in the course) was excessive.
While such performance tests are no longer administered, the reasons for
thei r disuse might be reexamined, as will be suggested in Chapter VIII
of this report.

56



Current training programs are designed to provide students with a
3—s kill level of training . On-the-job training is intended to pick up
where the technical training program left off. However, postcourse training
m ay be costly . Such costs are not considered with in the usua l
t ra ining cost need for more thorough performance testing.

Ra ter Error

Performance checklists are not without weakness. They are
subject to rater error. The accuracy of a rating derived from a
performance checklist rests on the assumption that the, “Human
observer is a good instrument of quantitative observation , that he is
capable of precision , and some degree of objecti.’ity.” (Guilford , 1954
p. 278). Unfortuna tely, the human observer is not always capable
of either precise or objective judgments. Barrett (1966) wrote: “The
ideal rater, who observes and evaluates what is important and reports
his judgments without bias or appreciable error, does not exist , or
if he does , no one knows how to distinguish him from his less talented
colleagues. ” (p. 99).

For huma n observations to be used successfully, the error in-
herent in ratings must be reduced. Reducing such errors is a multi -
fold task. Raters who possess the knowledge necessary for making
accurate judgments must be l ocated and trained . The reporting format
must be structured so that the raters can make judgments which p05-
sess minimum errors. Errors can also result from biases within the
rater. The rater may have had prior association with the examinee
and opinions may have been formed which are incidental to the struc-
tured task on h~n,1.

While the structured checklist format attempts to reduce such bias ,
a number of types of rating error remain as potential probl ems even in
the structured performance test checklist context.

Systematic and Random Error

Theoretically, for any kind of measurement, two types of erro
can occur: (1) systematic, and (2) random. Systematic error is called
bias and is constant across any measurement taken with a specific
measurement instrument. For example, a bias of .15-inch multiples can
occur if a 12-inch ruler is actually 12.15 inches long. Random error,
as the name implies , occurs unsystematically across the measures taken
and the measurement instruments used . Random error is independent of the
specific measurement instrument and may be assumed to average out across
repeated measurements.

With ratings , systematic bias is typically called “rater bias ” (as
the rater is the measurement instrument) and random error is called “error .”

General Model- Of Rater Behavior

A general model of rater behavior can be defined , which considers
the two types of rater error. Given a rater and his rating of the per-
formance of an individual , the observed rating score consists of the
exam inee’s true performance plus the bias and random error that occurs :
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+ X
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where;

X
0 the Observed ~-at ing

X
T 

= tru e score

X~~ = bias

X
E = random en -or .

- 

Expanding the model acr oss  rater~ and r atecs , raters
behav ior can be described by the  c om p o n e nt s  of varL -ui~ c accounted
for in the observ ed r a t ings :

~o~ °- ’r~ ~rf4 ~~~~~

where:

the total rating vax -lance observed

UT2 the variance duc to t ru e  scores
the variance due to bias

the var iance  due to random ox -I -or .
Rater Bias

In concept, random error is a catch-all category into which
all unaccounted for or unexplained variance falls. Random error
is the residual variance component left after the true and bias
variance components have been subtracted from the total variance.
Bias , on the other hand, has specific conceptual and operational
definitions. Several sources of bias have been defined. Guilford
(1954) defined the following systematic biases of the individual rater.

• Leniency Bias. Leniency exists when the rater
choses to rate individuals very leniently (or
very harshly). Leniency may occur because the
rater has some interest in the person being rated
or because he is an “easy rater.” Assuming that
the examinees are normally distributed with re-
spect to the rated variable , a leniency bias is
manifested by a distribution of ratings that is
skewed to the left or to the right.

• Central Tendency Bias. Central tendency bias
exists when a rater avoids making extreme
judgments. Instead of using the high and low
ends of a rating scale, as well as the central
area, the rater tends to group ratings around
the central area of the scale. Such a general
tendency results In an artifical restriction of
the measurement range.
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• Halo Bias. Halo bias results when a rater system-
aticall y ra tes a person too hi gh or too low on a ll
items under consideration . This type of bias is
called the “halo effect” and is quite coninon.
The halo effect is believed to stem from an over-
all imp~’ession (e.g., a favorable or un favorable
impression) a rater holds about the ratee. The
rater general izes thi s overall impress ion to the
specific items under current evaluation . This
error resul ts in spur ious pos itive correla tions
between rated i tems .

• Logical Bias. Logical bias exists when there is
a systematic tendency to ra te in the same manner
traits that appear to be related . For example,
a rater who rates an individ ual high on tool use
may tend to rate the individual high on care of
tools. Logical bias is manifested by intercor-
relations between items that in fact are not
interrelated .

• Contrast Bias. Contrast bias is the tendency on
the part of the rater to rate others lower than
himself on a given item or set of items. For
example , the instructor who considers himself
high on a given performance may tend to rate
students a~ lower than himsel f on the item.
Similarly, the rater who views himself as
exceptionally low in the performance may tend
to view others as high . This error is seen as
the i nteraction between performance i tems and
raters .

• Proximiti Bias. Proximity bias results from
the tendency of a rater to rate similarly items
which are close together on the rating form.
This type of error is also known as the order-
effect. Thus , the order that the items are
rated may influence a rater’s judgment. The
error of prox imity is shown in spur iousl y
positive correlations between adjacent items
on the rating form.
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There are, of course, other biases possible. For example,
a bias will result if the rater rates dishonestly. There may be
raters who are openly dishonest or hostile to the rating procedure
or individual being evaluated . Al ternatively, the rater may be
unconinitted to the rating task. Campbel l , Dunnette , Lawler , and
Weick (1970) suggested that lack of rater commitment is the most
serious source of rating bias. They reasoned :

The most serious source of difficulty (bias) is a very
fundamental one - stemming from a common tendency
for psychologists to impose their own beliefs about
job behavior and their own systems for recording it
upon the persons whose task it is to observe that
behavlor...(It is) a lack of understanding and a lack
of commitment to the observational (rating) task on
the part of the observers . As a consequence , they
(the observers) tend to fill in the forms (j ob behavior
rating scales ) with little conviction ; the records con-
tain large and for the most part inestimable error,
(p. 11 8—119).

Minimization of Rating error

Given the above defin1tir~is of rating errors , it becomes
obvious that the major purpose of a checklist procedure is to mm-
Imize bias and random error. There are several widely used
techniques which attempt to minimize error in the job performance
rating situations. These involve such methods as carefully planned
form construction and presentation techniques and involved scor ing
methods. Random presentation of items to be rated and random
inversion of the rating scales has been suggested, and is often used.
Training the raters to make them aware of the potential pitfalls has
also often been suggested.

Statistical Models of Rater Behavior

More relevant to the present purposes are models of rater
behavior which evaluate rating data for the presence of rating
errors and attempt to correct for such errors statistically. These
model s conceptualize and operationalize bias and random error.
Typically, the model s are specif ications of the general variance
model of rater behavior presented earlier in this chapter. By
defin it ion , such models are l inear an d follow the anal ysis of
variance paradigm . Gullford (1954) presented one model of
rater behavior . Winer (1971) and Cronbach, Gleser , Nanda ,
and Rajaratnam (1972) also suggested variance analytic ap-
proaches.
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Guliford ’s Model of Rater Behavior

Guilford (1954) extended the genral linear model of rater
behavior by defining the components of rating scores across
raters , traits, and ratees . The definitions are :

Xj .k = a rat ing of ratee I on tra it J by rater K

X.. the “true ” score of ratee I on trait J
ij t

X.. = the total error in rating X .ij ke 13k

and:
x. .  =x . . +x . .
i3k iJt ijke

Thus , the rating provided by a rater is modeled as the linear
combination of two components , truth and error. From here ,
Gull-ford further elaborated on the model . The total error .X
was broken -Into four separate and additive rating error Corn- l3ke
ponents.

As noted, rated error consists of two types, bias and
random error. In his model , Gull-ford (1954 ) operatlonallzed
bias and random error with these definitions :

Xkl = leniency bias; rater K’S tendency to over or
under value ratees in generar

Xki = halo effect; rater K’ s general tendency to
over or undervalue ratee I across traits

Xk. = contrast bias; rater K’ s tendency to gen-
erally over or undervalue a certain trait

— across ratees

Xljkr = random error; residual error made by
rater K in rating ratee I that includes
everything j fl Xi.k not otherwise identified

-

. 
- - -
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where:

X.. =X  4-X .4 - X . -4- X..ijke ki ki kj ijkr

and hence:

x.. =x.. +x +x .+x .+x..
ij k ij t ki ki kj ijkr

In shor t, Guilford attempted to explain rater behavior in
terms ~f true ratings, plus leniency, halo , and contrast bias, plus
the undefined random error. Other biases, such as central ten-
dency, log ical , and., proximity, were lef t un def ined because these
errors are nonincremental , nonadditive biases and thereby do not
fit the linear model. If they occur, such biases, by operational de-
finition are grouped together wi th random error.

In concept, rating error occurs whenever rating variance
results from: (1) the sole effect of the raters or, (2) the inter-
action effects of the raters with ratees and traits. This follows
because the rater 

~~ 
se should have no effect on any given rating.

The rating should accurately reflect the ratee’s true position on
the item rated. Any effect by the rater on a ratee’s rating on the
item rated is spurious resulting from bias and random error.

True rating variance, on the other hand, occurs when rating
variance results from differences in examinees and rated variables .
Conceptually, this follows because examinees can differ on their
true positions on the rated traits. It Is fact that individuals can
differ and that these differences would occur with respect to per-
formance i tems . Note, however, true rating variance does not
necessar i ly accura tely reflec t the examinee ’s true positions on the
rated variables . In a sense , true does not mean truth. True rating
variance is truth to the-extent the examinee and rated item differ-
ences exist and are rated as such. This extent can not be meas-
ured. Operationally, the truth Is measured by the variance result-
ing from the average rating across raters for given examinees and
rated Items. A rating which is averaged across raters is a better
estimate of the examinee ’ s true position but the possibility of a
poor estimate remains. In I1T~ true rating variance is so distin—guished because the probabi lity of accurate , true rating variance
occurring in these variance components is greater than that in the
defined error rating variance components.
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Correction for Rater Bias

A final cons idera t ion in Gu i lford’s (1954) model is the
correction for bias in ratings. In his model , ratings are correc-
ted for bias by subtracting the bias variance components from the
total rating variance. With a three-way variance analytic design ,
the correction for bias is defined by:

X ’ . . X~~~. 
- (C + AC . + BC.

ijk ijk k ik

where:

= a rating of examinee 1 on item J by rater K

= rater ’s leniency bias

AC. = rater ’s ha lo bias

BC. = rater ’s contrast biasjk

Hence , rating data are adjusted and left composed only of :1
true variance and random error variance . The rater ’s len iency,
halo , and contrast biases are statistically eliminated from the
rating data.

According to Guilford (1954), the results of bias corrections
in rating data are such that:

The variance remaining in such values would be made
up to a larger degree of the true-value contribution.
Since reliability of measures is defined as the pro-
portion of true variance in them, the ra tin gs should
then be more reliabl e and their possibility of cor-
relating with other measures should be increased.
Hence, there would also be the possibility of in-
creased valid ity (pp. 282-283).
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and

What effects should the adjustments have upon the
correlat ions of the ratings? We have the possibility
of computing rater Intercorrelations, which indicate
the internal consistency among raters. Such corre-
lations have usua l ly  been regarded as indi ces of rating
reliability but sometimes as rating validity (pp. 286—287).

Extension of Gull-ford ’s Bias Correction

To further describe and extend Guilford ’s (1954) model,
a three-way variance analysis--ratee by trait by rater--without
replication design may be employed. An example of such a de-
sign was presented by Cronbach, Gleser, Nanda, and Rajaratnam
(1972). Here, rater behavior is explained by seven separate
components of rating variance. A possible eighth component--
the population rating value--is defined as zero and thereby
elimi nated from the model. The variance form Is:

Xijk = A1 + B. + Ck + AB~. + ACik + BCjk + ABCi.k

where:

A1 = effect due to ratees being rated differently

B~ = effect due to traits being rated differently

Ck = effect due to raters rating differently

AB
~
. = effect due to ratees being rated differently

on the separate traits

AC1k = effect due to ratees being rated differently
by the individual raters

BC.k = effect due to traits being rated differently
by the individual raters

ABC.. = residual rating values.
i3k —

Chapter VI of this report describes the methods , procedures,
and results of an empirical study which tests the utility of Gull-ford ’s
model and the resultant corrections for bias in the Air Force tech-
nical training context.
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VI. RATER BIAS AND ITS CORRECTION--EXPERIMENTAL STUDY

One theoretical view considers CR measurement (e.g.,
Gagne, 1969; Ivens, 1970; Shriver & Foley, 1974) and perform-
ance measurement to be distinct and unrelated. A second view
of CR measurement (e.g., Crehan, 1974; Glaser & Cox, 1968)
considers these two topics to be intima tely related due to the
emphasis of both on performance. In practice, CR measurement
often consists largely or completely of performance testing. As
pointed out earlier, several types of bias typically weaken rated
measures of performance. The present chapter deals with an
experimental investigation of the adequacy of the scoring of a type
of CR performance rating, the performance checklist, employed
by the Air Force Technical Training Schools.

Specifically, rater bias in the case of a current perform-
ance checklist was investigated along with the utility of a statis-
tical model for correcting such bias. Although the statistical
model was developed earlier by Guilford (1954), its usefulness
in the performance test sphere has, to our knowledge, not been
previously investigated.

Method

The evalua tion of bias in checklist employment was based
on the procedures originally developed by Guilford (1954) and
expanded by Cronbach et al. (1972). Guilford presented a model
for evaluating a set of data for rater bias and for correcting the
data set so that the effects of rater bias can be accounted for. To
obtain the required data, one performance checklist used in a selected
Air Force course (referred to as Course A) was employed. The students
in the course were rated as teams, and for this reason teams are con-
sidered the unit of measurement in the analysis. Such an approach parallels
one suggested by Campbell and Stanley (1963, p. 23).

Analysis of the data was undertaken at two levels of gran-
ularity. A satisfactory (S)-unsatl sfac-tory (U) dichotomy formed
the basis of one set of analyses. This analysis has face validity
as the course employs the test scores In just this manner. An
analysis at a second, finer level of granularity was also undertaken.
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This second analysis considered exact numerical scores (prior to
categorization as S or U). This second analysis was expected to
provide a more sensitive and accurate appraisa l of the reliability
and bias of the performance checklist measurement process.

Sample

A total of six , three-man student teams from Course A were rated
by four instructors/evaluators. The students were regular members of
several classes of Course A at Lowry AFB . The students included both
enlisted men and officers. This composition was typical of a Course
A class.

The students sampled were organized into teams. These teams,
rather than individual students, were the basic units rated. All per-
formance checks took place at the completion of the course.

Raters

Four instructional staff members of Course A served as raters.
The relevant experience and present job of the raters is given In
Table 6.1. The raters acted independently in making their ratings .

Table 6.1

Background of Raters for Course A

Ratee No. of Years Exper. In Exper. Teaching Total Teaching
Des igna tion in Serv ice Area (Years) Course (Years ) Exper. (Years)

N 9.75 8.75 2.75 2.75

1 15.5 8.5 .08 9.75

R 12.0 8.0 1.75 *

T 17.0 8.0 1.0 1.0

*Data not available.

The performance check was based on a field problem, one of severa l
team exercises given at the end of the course. For present purposes,
the exercise was shortened so that it would take about three hours
for completion. Performance check scoring was performed through the
use of the Student Progress Checklist from the course. The Student
Progress Checklist from the course covered four major performance areas.
The rating procedure produces an overall score which is dichotomized ,
in practice , Into pass and fail categories. The field problem situation
was prepared In a standard fashion and introduced using a standard
introductiory message. J
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In troductory

The students were all given standard instructions which asked
them to perform the tasks they had learned, while paying full attention
to safety. Directions concerning availabl e tools, resources , and ver-
bal access to the instructors were also Included . It was anticipated
that the students might feel ill at ease in the unorthodox situation to
follow , in which several instructors would be observing the student’s
performance. The instructions attempted to counter this before it
developed and to establish a nonthreatening atmosphere.

Rater Training

A detailed integrated briefing was given to the instructors
prior to the first day of testing . This briefing had three main ob-
jectives: (1) to assure that the instructors knew their specific roles
and duties, (2) to assure that the eva l ua tion woul d not be construed
by the instructors as threatening to them as individuals or as mem-
bers of the school ’s instruc tional staff , and thereby, (3) to assure
that the instructors were motivated to cooperate and help perform
in accordance with instructions. Relevant to the duties of the in-
structors , it was stressed that the ratings should be made as they
are typically completed during the testing process in the course.
Several rules specific to this test administration were given. These
were designed to assure independence of the raters in making their
evaluations.

Control Over Cond iti ons

An Appl ied Psychological Services’ staff member supervised
all aspects of the data collection. Care was taken to ensure that
there was no opportunity for students, already rated, to converse
with students yet to be rated. The actions of the raters were also
closely observed. When necessary, the instructors were reminded
that it was important that their ratings be made Independently, and
that their score checklists be kept confidential. Due to the intrinsic
motivation of the raters and the close supervision given , the in-
tegrity of the data collection process was assured. During the course
of the evalua tions , the Instructors were quite conscious of their re-
sponsibility to give independent ratings and to refrain from giving
feedback to either the students or to the other raters concerning
their judgments of the ratees’ performance.

Resul ts
The effects of several important sources of rater bias on

the quality of ratings observed in Air Force technical schools can
be evaluated and quantified through methods first suggested by
Gull-ford (1954). To our knowledge, they have not been previously
employed in the performance check situation. Following Guilford,
the data were conceptualized as a three way factorial design (rater
by trait by ratee). In this situation , Guilford identified three sources
of rater error in terms of main effects and interactions. Leniency
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errors are man i fested in the rater main effect. Halo effects are
revealed in the rater-ratee interaction. (Recall, ra tees here are
teams). And finally, contrast error (operationalized as the tendency
of individual raters to over or undervalue certain traits) is mani-
fested in the rater-trait interaction. These relationships are given
in Table 6.2.

Table 6.2

Componen ts of Ra ter Bias

Bias Component Corresponding ANOVA Effect Component Symbol

len iency ra ter effect >.kl

halo rater-ratee interaction xki

contrast rater-trait interaction x .
k j

ran dom error res idual x.
‘kjr

Variance Analysis

In the var iance anal yses that fol low , the effects of three mea-
surable sources of rating variance due to ra ter bias are tested for sig-
nificance. Then, those statistically significant variance estimates
are quantified and the original data corrected for bias based on these
estimates of the size of the bias. Finally, an evalua tion of the effec-
tiveness of these corrections is conducted.

The performance checklists were completed by the instruc-
tors according to the process currently in use by the instructional
staff of the course. For each team, four checkl ist areas were
scored, wh ich we sha l l des igna te Part One , Par t Two, Part Three, and
Part Four. In the variance analytic design, these four performance
areas are called traits so as to be consistent with Guilford ’s termi-
nology. For each of these four traits, both d ichotomous S and U scores
and continuous numerical scores were obtained. The S and U scores
were based on an overall rating of a team’s performance on a given
trait by the raters. The numerical scores were based on the sum of
points awarded the team (from a total possible number of points) by
the rater from its performance of the individual task items within a —

given trait. As the total number of points possible varied f rom trait
to trait, the numerical scores were converted to percentage scores for
comparison purposes. The S/U scores and the percentage scores formed
the bases for all data analyses. An example of how one trait, Part
One , was broken into Individual items is presented in Exhibit 6.1.
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Exhibit 6.1

Fragmentation of Part One into Task Items

I. Part One Possible Points Awarded
by Rater

a. T.O.

(1) . . . . ?  6
(2) . . . . ?  6
(3) . . ..?  4
(4) . . . . ?  6

Sum 22

b. T.O.

(1) ....? 6
(2) . . . . ?  6
(3) . . . .?  3
(4) . . . . ?  6
(5) . . . . ? 6
(6) . . . . ?

Sum 33

c. Mission

(1) ....? 10
(2) ....? 5
(3) . . . .?  10
(4) . . . . ?  2
(5) . . . . ?  10
(6) . . . .?  6
(7) ....?

• Sum 45

Total 100

- 
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Though apparently violating the interval scale of meas-
urement requirement, the use of analysis of variance for dichot-
omous data is acceptable. Winer (1971 , pp. 293-296) provided
examples of variance analytic designs with dichtomous data.
And , Lunney (1970) presented evidence for the robustness of the
approach with dichotomous data.

Leniency

In theory, rater bias refers to any systematic departure
from a true score. The true score of a student is , in the situations - 

-

we deal t with, beyond our measurement capability . Therefore, any
analysis of rater bias must consider the errors of a rater as com-
pared to all of the raters employed in the study. Consider leniency
bias as a case in point. The amount which raters deviate from the
theoretical “true ” rating is indeterminable. An estimate of overall
rater leniency error which substitutes for the unobtainable the-
oretical value is derived which is based on the agreement of the four
raters evaluated . For both data sets, the statistical significance of
this effect can be tested using a variance analytic test of the main
effects of raters.

For the S and U ra tings, coded 1 and 0 respectively, the F
test (Table 6.3) for the interrater effect showed the rater leniency
effect as insignificant, F(3,45)= 1.07, p< .05. Conversely, for the
numer ical data, the interrater effect was statistically significant ,
F(3,45)=6.45. p <01 (Table 6.4). Accordingly, a len iency bias
was evidenced for the numerica l data.

Halo

The halo ef fect is def ined here as a spur ious over or under
estimation of a specific team by a specific rater, or by group of
raters (but not by all raters). As before, the hal.o error of a rater
can only be evaluated in terms of the ratings of the other raters.
Specifically, it is evaluated using the variance analytic test of the
significance of the rater by team interaction.

For the dichotomous data , as indicated in Table 6.3, the
test was not sta tisticall y signif icant (F(5 ,45)=.71 ,p <.05); for
the numerical data (Table 6.4), the team by rater effect was sta-
tistically signifi cant (F(15 ,45)=3.l5,p <.01). For the numerical
ratings then, the results suggested that a halo effect contributes
a reliable source of error to the observed ratings. Furthermore,
this team by rater variance estimate probably reflects a conser-
vative estimate of the actual halo error occurring. Because the
team by rater variance estimate is based on ratings averaged
across traits, a halo effect In wh ich one ra ter ’s evaluation ~,f ateam ’s trait affects the other trait ratings , but not all to the same
degree, is not Included in the estimate. This incomplete type of
halo effect would , in the present type of analysis , become a part
of residual error variance.
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Table 6.3

Summary of Analysis of Variance of Satisfactory—Unsatisfactory Ratings for
Six Teams on Four Traits by Four Raters

Source of Sum of Degrees of Mean
Variance Squares Freedom Square F

Raters (R)
a 

.365 3 .122 1.073

Traits (T) 5.114 3 1.705 15.060**

Teams (I) 1.594 5 .319 2.815*

RXT 2.094 9 .233 2.056

1.198 15 .080 .706

TXI 3.948 15 .263 2.325*

residual 5.094 45 .113

total 19.407 95

Reflects leniency bias **p < .01
Ref lects cont rast bias *p < .05cReflects halo bias

Table 6. 4

Summary of Analysis of Variance of Numerical Ratings for
Six Teams of Four Traits by Four Raters

Source of Sum o f Degrees of Mean
Variance Squares Freedom Square F

Raters (R) a 3,248.9 3 1,083.0 6 .47 **

Traits (T) 6 ,,70.9 3 2 ,190.3 13.08**

Teams (I) 2 ,361.6 5 472.3 2.82 *

• RXTb 4 ,515.8 9 501.8 3.00**

7 ,921.1 15 528.1 3.15*

TXI 3 ,579.4 15 238.6 1.42

residual 7 ,536.8 45 167.5

total 35,734.5 95

Reflects leniency bias **p < .0 1
Reflects contrast bias *p < .05

~~~~~~~~ halo bias
- 71

- — -- _:i 
- -



—-—-- — --:—
~ 

—~~ -~~~ - 
-- -—----fl---

Contrast

The third and final source of rater bias to be considered
is the contrast error. In testing the rater by trait effect, -it was
found that the effect was statistically significant (Table 6.3) for the
numer ical data (F( 9,45) =3.00;p<.Ol) but not (Table 6.4) for the
dichotomous data (F(9,45) = .08; p>.O5). Accordingly, it appears
that contrast bias contributes a reliable source of variation to the
numerical but not the dichotomous ratings.

In sumary, the variance analytic eva l uation of these three
sources of rating error—-lenienc y, halo , and contrast bias--sug-
gested that all three were present in the numerical but not the di-
chotomous ratings. That is , the results ind icated that the perform-
ance check ratings were more confounded with rater biases when
individual task i tems were rated and sunuiied to provide a trait
score than when overall performance (on the individual traits) was
judged as either satisfactory or unsatisfactory .

Discussion

Taken together, the results consistently show that the nu-
merical ratings are more affected by bias than the S and the U
ratings. Such results suggest that the raters did agree in overall
performance evaluations, but they did not agree in the evaluation
of performance on the individual tasks. It should be obvi’us that
a rater main effect (leniency), a rater by team (halo) in~eraction ,
and rater by trait (contrast) interaction effect cannot be statistically
significant unless the raters differ on their respective ratings. In
short, where variance due to raters is high , then the agreement
among the raters must be low and where variance due to raters -is
low , then the agreement among raters is high. Thus , ra ter error
is the inverse of rating reliability .

As ascertained in the AF case study (Chapter V), it appears likely
that the raters may often disagree on performance standards for indivi-
dual task items. Without specified standards or definitions of success,
the individual raters must develop their own standards for judging
performance and these standards may be more subject to disagreement for
the individua l behaviors and performance than for an overall eval uation .

The reason why rater bias occurred notwithstanding , it isev ident from the resul ts that the numer ical ra ti ngs were more
subject to rater biases than the S-U ratings. This finding suggests
the use of the overall S-U method over the numerical item scoring
method , at least for the raters and the test situation here invol ved.However , such employment loses the diagnostic information offered
by numerical item scoring.
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One way to el im inate rater bias from item scor i ng resul ts

was suggested by Guilford (1954). In this method , the magnitude
of rater bias--leniency, halo, and contrast--is estimated via the
variance analytics design and these estimates are subtracted from
the observed ratings so as to produce ratings with these effects
removed. Such analyses were performed for the numerical ratings
and are reported below. For reference, these ana lyses followed
Guilford ’s (1954) procedures for estimating rater bias , correc ti ng
rater bias , and evaluating the corrections for rater bias.

Estimation of Magnitude of Rater Bias

Len iency Correc tion

Rater leniency error was estimated on the basis of the dif-
ference of the individual rater means from the grand mean. These
means are presented graphically in Figure 6.2. For the four raters
N, I, R, and T--these errors are +2.76, -9.01, +6.8, and -.55 ,
respectively. In Guilford ’s notational system these errors are de-
noted X’~~. The ra ter means and the rater len iency correc tion , X~ 1,
are giveTh in Table 6.5. The means are presented graphically in
Figure 6.1.

Halo Correc tion

The magnitude of the rater by ratee (team ) or halo error
was estimated from the data by removing X ’~~ and team effect
(d )  from the means over traits for raters and teams . The means

ov~r traits for raters and teams are shown in Figure 6.3 and Table
6.5A. The correc ted means , which are an intermediate step in
arriving at the correction scores, are given in Table 6.58. The
difference of these corrected means from the grand mean are
estimates of the size of the halo effect for each rater-team com-
bination. These range from -19.73 to +14.86 for the four raters.
These 24 estimates are detailed in Table 6.5C. Follow ing Guilford ’s
notation these correc tion terms are denoted x’

Looking at the raters individually, rater I indicates the
greatest degree of halo error. His ratings of teams 1 and 6 were
the lowest of all teams as rated by all raters (see Figure 6.2).
However, hi s rat ings of the other teams were on average , typical
of the ratings given by the other raters. Such a negative halo ef-
fect has been termed a “horns ” effect; a plutonic reference. It is
interesting to note that rater I was by far the newest instructor
In the school . He was assigned to duty approximately two weeks
before the data col lection. As a point of conjecture, one might ask
whether this rater’s extreme tendency toward halo error will persist
over time.
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Table 6,5

Estimation of the Contribution to Rater  Bi -~~ •frein Rater Ff f e e t s -
( L& ’niency ), and Rater — Rat e e  J n t e .ict 5~ n L l f ~~ct~ ( I1~ lo)

A. Means over Traits by Teams and Raters

Rater Teams
1 2 3 4 5 6 Xk X ’k l  ( Leniency Bias )N - 93 .63 86.70 93.23 75.93 87 .23 84. 6~ 85.22 1-2.761 51.78 70.73 91.85 90.58 86.28 49 .4~ 73.4 5 —9 01R 78.30 86.68 98.03 94 .65 90.78 87.13~ 89. 26 +6.80T 87.23 85.10 67.33 77.75 88.08 86.0~ 81.91 — .55

75.23 82.30 87 .61 84 .73 88.09 76.80 82.46
di —7.23 — .16 +5.15 +2.27 -1-5.63 -5.66

B. Means corrected for Rater errors (X ’kl) and for Team deviations (di)

1 2 3 4 5
N r88.10 8t~.1O 85.32 70.90 78. 84 87.50 82.46
I 68.02 79.90 95.7L 97.~3-2 89.66 64. 15 82.4 6
R 78.73 80.04 86.08 85.58 78.35 85.qg 82.46
T 95.01 85.81 62.73 76.03 83.00 92 .21 82.47

82.47 82.46 82.46 82.46 82.46 82.46

C. Contributions of Interactions of Rater & Ratee:  Halo Errors X ’k i

1 2 3 4 5 6
N 5.64 1.64 2.86 —11.56 -3.62 5.041 .00
I — 14 ,44 —2 .56 13.25 14.86 7.20 -18.311 .00
R —3 .73 -2.42 3.62 3.12 —4.11 3.53J .01
T 12.55 3.35 -19.73 —6. 4 3 .54 9.7E1 .03

.02 .01 .00 — .01 .01 .01 .04

Notes:

1. d~~ 5~~~~ 
- Team deviations from grand mean.

2. X~
’ and ~~~~~

‘ are not equal to 82.46, the grand mean , due to rounding erraors.

3. Summations (Zs) are nonzero due to rounding errors.

75 

—-—-~~~~~~~~~-—- ---~~~~~~~~~ -~~~~~~~~~~~~~~~~~~~~~~~ - - -



_~~ _,~~~~~~~~~
,—w - ’~~~

-,--- 
~

-
. 

--- 
~~

-
~~

-—--—
~~~~~

----- —---
~ ~~~~~~~~~~~~~~~~~~~~~~~~~

I ‘ r— 
—

~~ 

—

to o .

..
..
..

~~~~~

.......- ....95 
..~~/ \  

....

...
../ 

~~~~~— — — 

-......-..
~~ ..

90 ..‘V / ‘. 
—-.-.--.-- 

......— ... -

T ..
../ / \ ~~~~~~~~~

-
~~~~~
,----—---

~~

-

~~~~~~~~

85 N / /7 

. —. 
— .

//
80 ~~~~

— A I/ \ /
— ,1 J

/
/

6 5 .  
/

/

60.

/

/
I

5 0 .

:‘
55 .

i~~~~
. 

_ _ _ _ _ _  _  _ _ _ _ _ _-——____________________ - ---___________________

TEAMS

Figure 6 .2 .  Numerical ratings of means over t ra i t s  by teams
and r&t ers : halo e f f e c t .  —
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Table 6.6

Estimation of the Contribution to Rater Error for Rater-Trait
Interaction Effects (Contrast Bias)

A. Means over Teams by Traits and Raters

Rater Traits
- P H - 

D C •~~‘kl (i.eitiency Bias )N p1.33 75.05 97.92 86.51 85.22 2.76
I ~4.17 65.63 62.50 81. I4~ 73.4 5 -9.01
R $8.57 75.78 100.00 92.5~ 89.26 6.80

b2.33 56.17 87.50. 91.6~ 81.91 -.55
X t $6.63 68.16 86.98 88.07 82.46
dt 14.17 —1 14.30 Ie.52 5.61

B. Means by Rates ~ Trait , Corrected for Rater Error
X’kl L for Trait Deviations dt.

P H D C . X4’
N f74.4o 86.59 90.64 78 .2c4 82.46
I 189.01 88.94 66.99 84.8w 82.46
R 177.70 83.28 8$.68 20.11 82.46
T IQ8~~71 71.02 83.53 86.~~ 82.46
It 82’.’36 82.46 82.46. 82.46

- 
C. Contributions of Interaction of Rater and

Trait ; Contrast Bias X’kj.

P M D C Z
N -8.06 4.13 .8r18 — 4 .26 - .01
I 6.55 648 —15.47 2.42 — .02
B -4.76 .82 6.22 —2.29 -.01
F 6.25 —11.44 1.07 4.13 .01

-.00 -.01 .00 .00 — .03

Notes:

1. dt ~ - 
~

‘
; trait deviat ions from grand mean .

2.. Suimna-tions (is) are nonzero due to rounding errors.
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Contras t Correc tion

For an estimate of the size of rater contrast bias, the rater-
trait interaction is cons idered. The magnitude of the contrast bias
was estimated in a manner paralleling that described above for the
halo effect. The X’k~ and the overall tra it effects (d~) were removed
(subtracted) from the means over teams for raters and traits.
The rating means over teams for raters and traits are shown graphically
in Figure 6.3 and numerically in Table 6.6A. The corrected means are
given in Table 6.6B. The differences between these corrected means and the
grand mean are the est imates of the size of the contrast bias effect for
each rater for each trait. These 16 estimates are given in Table 6.6C. -

They range in size from -15.47 to +8.18. Fol lowing Guilford ’s notation ,
these are denoted 

~
Overall Correc tion For Rater Bias

Consider that each observed score, ~~~~ a rating of team -i on trait
j by rater k is composed of a true score (X.. ) t  and the three sources of
identifiable error considered above: lJt

X.. ~ X . . + X  + X  + Xi3k ij t kl ki kj ij kr

where X. .  is unexplained , residual error . We have derived
est imate

~~~
’X ’kl, X ’kl, and X’k .. of X , Xki. and X ., respec-

tively. It is possible to correcA the X
~~k scores for 1these sources

of error. This will theoretically yielct3scores (Y. .
~.) 

that contain
only residual error in addition to the true score, ’3’I’o ac complish.
this, each source of error was subtracted from each score, as fol-
lows. Let Y’ . be the est ima te of (X . ~l- X. - ). Then,

13k ijt ijkr

y’ = x  - x ’  -x ’  - x ’ijk uk ki ki kj

The application of this process for statistically correcting
rater bias can be visualized through an example. Consider the
rating by rater N of team 2 on trait M (monitoring). This rating
was 80.5. The rounded leniency bias , X’~~, for rater N was +2.8 (see— Table 6.5A). The rounded halo bias , ~~~~ for thi s ra ter and team was
+1.6 (see Table 6 .5C) . And the contrast bias for this rater and trait,

was rounded to +4.1 (see Table 6.6C). The corrected score is therefore:

~~N2M = 80.5 - 2.8 - 1.6 - 4. 1 = 72.0

Tables 6.7 and 6.8 present the original ratings and the ratings so
corrected.
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I
Evalua tion of the Correc tion for B ias

The efficacy of the corrections can be evaluated by considering :
(fl the interrater agreement with respect to within trait judgments and
(2) the intrarater agreement between traits. These are considered
separately below.

By definition , rater bias decreases reliability through a reduction in
interrater agreement. Removal of rater bias should therefore improve inter-
rater agreement. To test this effect, the intraclass correlation (Winer, —

1971, p. 283) among raters for each trait was calculated for the corrected
and the uncorrected ratings. It was expected that the intraclass correlation
among raters would be higher for the corrected as compared with the uncorrected -

ratings. Table 6.9 presents the intraclass correlation among raters by
trait. As seen, all correlations increased : positive correlations
became more pos itive whi le negative correla tions became either less nega tive
or positive . For one trait, Par t Two, average rater agreement improved —

substantially.

The effect of statistically removing rater bias was further tested
through examination of the bias introduced due to halo effect. Halo
is expected to increase spuriously trait intercorrelations. Accordingly,
if the statistical correction for rater bias was effective in removing the
halo bias , then a decrease should occur in the intrarater between trait
correlations.

The test of this hypothesi.s was based on Pearson product-moment
correlation coefficients between all possible pairs of traits within
raters calculated separately for corrected and uncorrected ratings . In
all , 24 correlation coefficients were calculated on the corrected ‘id 24
on the uncorrected data. Overall, the sought after decrease in intrarater
agreement (with appropriate r to z transformation) was obtained . The
mean of the correlation coefficients based on the uncorrected data was
.34, wh i le the mean for the correla tion based on the corrected th. ta was
approximately zero.

Finally, the halo effect correction was examined through the intra-
class correlation approach. Intraclass correlations among the traits per
rater were calculated both for the corrected and the uncorrected ratings.
Here, one would expect a decrease In the spuriously positive intertrält
correlations produced by halo bias. Table 6.10 presents the resultant
Intraclass correlations. Again , the results suggested that, mov ing from
the uncorrected to corrected ratings, the correlations moved to negative or
more negative relationships. That Is , the results Indicated some evidence
that the correction for bias was effective.
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Table 6.9

Intraclass Correlation Among Raters by Trait
for Corrected and Uncorrected Scores

Trait Ratings Uncorrected Ratings Corrected

One -.08 .14
Two .30 .70
Three - .20 .09
Four -.17 -.08

Table 6.10

Intraclass Correlations Among Traits for Halo
Corrected and Halo Uncorrected Ratings

Ra ter Ha lo Uncorrec ted Halo Corrected

N -.08 -.09
I .48 -.17
R .02 -.08
1 — .15 — .20
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Variance Analytic Check

The variance analysis shown in Tabl e 6.4 was reperformed employing
the corrected (adjusted) data of Table 6.8. While the mathematics of
the situation dictated that the leniency, contrast, and halo effects
which were shown to be statistically significant (Table 6.4) should be
zero as the resu lt of the correction , such a recalcula tion prov ides an
empirical check. Table 6.11 presents the results of this analysis. As
anticipated , the three variance components of i nterest were reduced to
zero with minimum , if any, effect on other variance components. This
result lends further support to contentions that the statistical correction
was effective in removing rater bias from the data.

Discussion

The resul ts of the evalua tion on the correct ion for ra ter biases
provided general support to the contention that rater judgments, made
during the use of performance checklists, can be improved through statis-
tical methods. Given the small sample size in this study, general con-
clusions can certainly not be drawn. The correlations reported for both
the uncorrected and the corrected ratings were low by any standard. This
suggests considerable error in such ratings aside from that which was
identified by the statistical techniques. Specifically, it seems that the
residual (random) error in the ntsnerical ratings may have reduced inter-
rater agreement. Given the val idity of Guilford ’s (1954) rater model,
it is likely that the numerical ratings while possessing leniency, halo ,
and contrast bias also contained a large degree of random (unidentified)
error. Some concept of the random error in the numerical ratings is shown
in the sum of squares for the different sources of variance, (Table 6.4).
The residual (unidentified , random error) sum of squares (7,536.8) is
greater than 20% of the total sum of squares (35,734.5). Accordingly, while
the adjusted ratings may constitute more true rating variance than the un-
adjusted ratings, it appears that the adjusted data still contained a large
degree of random error.

If numerical ratings are to be used for valid decisions , they mus t
be improved. If standards of performance are developed, and if the rater!
instructors are trained to know and accept these performance standards, then
agreement between the raters should increase. It appears from the case
study (reported In Chapter V) that raters/instnictors possess different
standards of performance for individual task steps. Therefore, the low
interrater agreement presently found might have been anticipated.

L 
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V I I .  SIGNAL DE TECTION THEORETIC APP ROACH TO

ESTABLISHING RELIABILIT Y , VALIDITY , CUT-OFF

SCORE AND UTILITY OF A CHECKLIST PREDICTOR

EMPLOYED IN A TRAINING CONTEX T

The basic performance evluation method in the Air Force €inploys
a behaviora l checklist as the measurement tool . In such a checklist ,
the .rater is provided with descriptive statements of task related behavior
and he is asked to indicate those statements which are descriptive of
the individual in question. Here, the rater is more a reporter of work
behavior than an evaluator of performance. The results of the evaluation
are employed to pass or fail a student or to classify the student as
a “master ” or “non-master.” As stated earlier variability among student
scores is often considerably reduced by this testing method . With reduced
variability , the correlation procedures typically associated with norm
referenced testing are difficult to employ for validation . In this chapter
we suggest and describe a study into the possibl e use of signal detection
theory for validating such checklists.

The chapter is arranged in three parts. First, the logic of a
val idation approach based on signal detection theory is described .
Then , we demonstrate how signal detection theory can be employed to
establish cut-off scores. Finally, the methodology for determining the
utility of the checklist evaluation instrument is established .

Val ida tion Concept

The Theory of Signal Detecti on (TSD) represen ts a way of charac ter iz ing
the sensitivity of people making decisions in the face of uncertainty.
It has been appl ied in a wide variety of situations ranging from sensory
detect ion to cl in ica l stud ies (Hu tchi nson , 1976). Most prior studies
have been concerned with the decision making of individuals rather than -

the decision making of a system . The present approach differs from
most prior studies because it is concerned with validating the decision —

making of the checklist evaluative system. Specifically, the concept,
which is subsequently described , applies TSD to validate a criterion re-
ferenced checkl ist developed to classify graduates of a USAF tech-
nical training school.

It is not always clear from the suma ted score on the checkl ist
whether or not the candidate completing his schooling should be classi-
f ied as a “mas ter ” or a “non-master.” Al terna tivel y stated , some cand idates -~should be regarded as signal (“masters”) and some as noise (m non_mastersl

~) .
Unfortunately, the score developed on a candidate by suming the passed
Items of the checklist Is not an unambiguous indicator. In the languageof TSD , we have an observation x and must conclude whether it has been
drawn from the distribution for signal (“master”) against a backgroundof no i se (“ non-master”) or the distribution for noise alone. These distri-
butions are distributions of conditional probabilities and are referred
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to as P(xln), the neise distribution , and P(xls), the signal distribution .
In Figure 7.1, the observation x = 14 is more likely to have come from the
noise distribution than from the signal distribution . However, the obser-
vation x = 18 is more likely to have come from the signa l distribuiton.

Calcula tions

From Figure 7.2, the hit and false alarm rates (probabilities)
may be cal culated:

f (y I s)
P(y~~s) = f(s)

f (yin)
P(y j n) f(n)

P (yls) is the conditional probability of a “hit ,” i.e., correctly
predicting that a student will succeed when placed on the job, and
P (yIn) is the conditiona l probability of a “false alarm.” i.e.,
incorrectly predicting that a student will succeed when placed on
the job. It is noted that the predictions of success are made at the
end of schooling.

The primary statistic influencing the acceptability of a pre-
diction instrument is its validity . Within the theory of signal de-
tection, as applied here, the equivalent is detection sensitivity (d’).
Detection sensitivity is an index of the ability of the system to Se-
parate potentially successful from potentially unsuccessful workers.
In TSD the resulting distributions are called signa l and noise.

NOISE 

SCO~’.E o~J CHEC P’ .~ v~r

Ff gure 7. 1. D i s t r i b u t L m s  ~ f chc - k l  I ~ t. ~~c r s ~~~ t o t  n i a s t c r ;  a u !

non—masters.
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Dection sensitivity Is defined here as the mean of the signal distri-
bution (Mean suninated score for “masters”) minus the mean of the
noise distribution (mean summated score for “non masters ”) divided by
the standard deviation of the noise distribution :

d = 
M ”masters” - M “non masters”

non masters

Detection sensitivity may be taken directly from the tables prepared
by Patricia Elliott (Swets 1964) by entering with the hit and false
alarm probabil ities, P (y In) respectively. Normally, this procedure is
employed when scaled numerical data are unavailable . Should the assumptions
associated with the calculation of d’ be violated , then a nonparametr ic equ iva lent
(A’) of d’ may be employed (Pollack, 1970; Pollack & Norman, 1964).

We suggest that each of a set of candidates be classified with
the aid of a checklist at the end of his schooling as a “master” or as
a “non-master,” using an a priori cutting score. After a period of months
on the job, there is confirmation or rejection of the prior classification.
The four types of outcome are classified in the matrix shown as Figure 7.2.

C 1a~ s i t i ~:atj o n at School
( Y ~~~; )  (No )
t-L i~;t e r -  Non—V ’jster

Ma S t C r
(-Signal) Hi t Miss

Class if ica t ion
in

Field

:-las tcr Ial s c Correct
(:-Ioise) Ala r m Rejection

Figure 7.2. Cross—classification of validation sample.

A’ is calculated according to the formula:

(H-FA) ( l + H - F A )
A’ = 1/2 +

(4H) ( 1 - FA)

where :
H P (yi s)

FA P ~~ ii)
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According to Snodgrass (1972), the A’ measure is a desirable sta-
tistic to compute in situations like the present in which a yes—no
experiment with a single payoff matrix and presentation probability
are involved.

Likelihood Ratio (Lxi

The likelihood ratio of observation, x, is defined as the
ordinate of the signal distribution at x divided by the ordinate of the
noise distribution. L(x) values may be obtained by locating the
criterion in the signal distribution by the normal z deviate score,
zs. This procedure Is normally employed when a single set of hit
and false alarm rates Is available :

L (x) - fs (x) 
- 

P (xi s)
- f n ( x) - P ( x i n)

Interpretation of Results

In the yes-no procedure, a rater is required to divide his
continuum of observations into only two parts: He says “Yes”
(“master”) or he says “No” (“non-master”). His resulting de-
tection sensitivity (d’) or the nonparametric equivalent (A’) is
an index of the validity of the checklist system. The higher the d’,
the higher the validity of the evaluative system. Low variability
among the raters’ individual likel ihood ratios is an indication of
acceptable reliability of the checklist evaluative system. High
variability In the likelihood ratio will indicate that the raters are
using different criteria for saying “Yes” and “No.” High var-
iability in 1(x) suggests the need for more precisely establishing
the cut-off score for an observer using the checklist. Establishing
such scores requires numerical data (e.g., suimiated scores from
the checklists employed and a manipulation of the rater’s crite-
rion by using a variety of payoff matrices to force a variety of
decisions ranging from libera l to conservative. While it Is
also possible to manipulate the observer’s criterion by varying
signal rate (percentage of graduates expected to succeed on the
job), this procedure may appear somewhat less realistic to ex-
perienced observers.

Establishing Cutoff Scores

The val idation concept presented In the previous section
will produce a set of suninated checklist scores. From this
population, a distribution of “masters” (signal) and “non-master”
(noise) may be created. Assume that each distribution may be de-
scribed as follows: Ms = 18), Mn = 14, as an—2, P(s) = 0.5 and
P(n) = 0.5 (see Figure 7.1). These data can now form the basis
for establishing cutoff scores. A group of observers (about 10)
would classify each person rated as a “master” or as a “non-
master.”
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Costs and benefits are associated with right and wrong
decisions about graduates who are later placed on the job. An
example value system Is illustrated in Figure 7.3. Since there
are two ways of being correct and two ways of being incorrect,
the payoff matrix tells the person examining the suninated score
that hits and correct rejections have equal value. Similarly, both
types of errors are to be weighed equally as costs rather than re-
wards. (However, synmientry In the payoff matrix is not a nec-
essary condition.)

Classitication at School

Mast ~ ’r Not,-$ia~;ter

Master +1 -1
Classification

in _______________________

Field
Non -
Master -1 +1

Figure 7.3. Symmetrical payoff matrix.

Each trial may be considered as the examination of a
candidate’s behavioral checklist by a rater. The subjects are the
raters who employ the checklist for a decision making. The stim-
uli are the checklists, each of which has a sinuated score. In
sensory experiments, highly trained raters are most likely to
produce stable results. Here experienced instructors are assumed
to be the equivalent of highly trained raters . The raters are told
the success probability (e.g., the percentage of graduates found
successful on the job = 50%) and are given a payoff matrix to help
fix the criterion for the set of trials. Five payoff matrices designed
to vary the raters’ criterion from conservative (Matrix A) to lib-
eral (Matrix E) are presented (Figure 7.4). The Figure 7.4 ma-
trIces were taken from Snodgrass (1972). All raters are expected
to make a “Yes ” or “No” decision about each of the graduates under
five different payoff conditions. Accordingly, if there are 10 raters,
100 persons rated, and 5 payoff matrices, each rater would corn-

• plete 500 trials and a total of 5,000 data points would be on hand.
Table 7.1 presents the sequence with which each rater might be
exposed to each payoff matrix. Within each payoff condition the
sequence of exposure to the 100 checklists is randomized.
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Table 7.1

Sequence with which Raters are Exposed to the Payoff Matrices

-- 4atrix --
Rater A B C D E

1 1 2 3 ‘4 5
2 5 1 2 3 ‘4
3 ‘4 5 1 2 3
14 3 ‘4 5 1 2
5 2 3 4 & 1
6 5 4 3 2 1
7 1 5 ‘4 3 2
8 2 1 5 4 3
9 3 2 1 5 4
10 ‘4 3 2 1 S

_ _ _ _  
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A B C
Yes No Yes No Yes No

S 1 —1 S 1 -1 S 1 —1

N - 9  9 N - 2  2 N - i  1
__________ __________ -

~~~~~~~~~

D E
Yes No Yes io

S 2 —2 S 9 -9

N — i  1 N — i  1

Figure 7.4. Five payoff matrices designed to vary the
observers criterion . (Taken from Snodgrase,
1972.) (Repr inted by permission of copy—
right owner: Life Science Associates ,
One Fenimore Road , P.O. Box 500, Bayport ,
New York 11705.)

ft
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Table 7.2, taken from Green and Swets (1966), Illustrates
the kinds of stnnary statistics calculated for each of rater.
P(yln) constitute the hit and false alarm rates; d’ is the
detection sensitivity; ~ is the likel ihood ratio and 8 opt Is the
value for optimizing correct personnel d.~cisions.

Table 7.2

Data Obtained from a Single Observer in Five Sessions in which
Payoffs were Varied (Data from Green & Swets, 1966)
Reprin ted by permission of copyright owner: John Wiley &
Sons, Inc., 605 Third Avenue , New York , New York 10016.

Payoff d’~
~atrix P(Yes/S) P(Yes/N) ZS • 

ZN Z
~~ zS 15 1N 1S/~N Bopt

A .245 .040 .690 1.750 1.O~ .3145 .0862 3.65 9.00
B .300 .130 .524 1.126 .60 .3478 .2116 1.64 2.00
C .695 .335 — .509 .425 .93 .3504 .3644 .96 1.00
D .780 .535 — .772 .087 .8o .2962 .3974 .75 0.50.
E .975 .935 —1.960 —1.514 ;l. 5 .0585 .1268 .46 0.11

Hit and False Alarm Rates

From the hit and false a1~nn rates, a receiver operatingcharacteristic (ROC) curve may be developed for each observer.
Movement along the ROC is criterion change. The point to the
lower left In Figure 7.5 represents an instructor with a very con-
servative criterion, i.e., one who desires a low false alarm rate
and therefore sets a high cutoff score for passing a student. As the
instructor relaxes his criterion with relationship to the cutoff score,
the points move along from ROC from lower left to upper right.

L ~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~i~~~~: _  _



- - - - 
~~~~~~~ 

— ~~~~~~~~~~~~ - .—-.~ ~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ ~
- 

~
—-----

~ ...___~uu L
.

__
-.. . 

~~~~~~~~—- - _ _ _ _ _ _ _

1.00 
1 1 1 1 1 1 1 1  I t T  I I  I I T f  I I T T T T T

~1 T T T T  1 T —1-~T~1~~
— , J r r i  i i i  T~~Y T

.60 - -

o /
•60 

-

U ) .
U)
w

• 1•1-
•40 

- Ii

0

• 0•20 t
I

0 _i t i  t i i i i i  I I L I . L I I  L_ I i  1 1 1 1 1 1 1 1 1 . 1 1  L i i _ I . l j n h l l i  I L I L L I  S

20 .40 .60 .80 1.00 -~

P(YES/N)

Figure 7.5. ROC curve obtained by varying pafoffs rather than
presentation probabilities . The theoretical curve $
is d’~0.85 and equal variance distributions (from
Green & Swets , 1966 , p .89). (Reprinted by permission
of copyright owner: John Wiley & Sons, Inc., 605
Third Avenue, New York, New York 10016.) -.
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Optimum Value of Likelihood Rater (B Opt)

The value for optimizing correct personnel decisions Is cal—
culated by:

~ ~ 
_ 1P(n) 1I\ ’~ 1ue (correct rej ection) + Cost (false alarm)

~ ~ [P(s)J[ Value (Hit) + Cost (Miss)

It Is important to remember that the basis for the decision Is not the
score on the checklist but a transformation of it to a new decision
ax is, the likelihood ratio. 8 opt defines the threshold value for the
response “Yes”. A rater should say “Yes” If L(x) Is at least as high
as 8opt; otherwise he should say “No.” An example of the calculation
of the optimum B and its corresponding criterion value, for a signal
distribution with Ms = 18, a noise distribution with Mn = 14, as = an
= 2, for various combinations of payoffs and presentation probabilities
is presented as Table 7.3, which was taken from Snodgrass (1972).

Table 7.3
Optimum B for Conditions Given in Text (from Snodgrass, 1972)
Reprinted by permission of copyright owner: Life Science
Associates, One Fenimore Road, P.O. Box 500 , Bayport, New York 11705.

Payoff Ma tr ix (Table 4 )  P ( S)  ~ opt ~~riterion value

A 0.5  0 .5  x ~ + 18.2
0.5  1 + 1

B 0 .5  0. .S 2 + 2 2 16.7
0. 5 11- 1

C 0. 5 0 .5  1 + 1 
- 

16.0
0 .5 ~ 1 + ~ 

- 1

D 0.5 0 .5  1 + 1 1/2 15.3
0.5 2 + 2

E 0 .5  0 .S >, 1 + 1 _~~~,,~ 13.8
0. 5 9 + ~~

For the calculations illustrated , the criterion for clas-
sifying a graduate as a “master” or a “non-master” varies between
13.8 and 18.2. The cutoff chosen depends upon the payoff matrix
selected. Standards are expected to vary from time to time. With
a syninetrlc payoff matrix and a market condition where 50% of the
candidates are expected to succeed on the job, the cutoff score de-
signed to optimize personnel decisions is 16 Items passed.
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Reliability and Rater Error

Reliability of the decision system may be calculated by an
analysis of the variance of the likelihood ratios (a). This is 11—
lustrated in Table 7.4. The variance analytic approach to re-
liability (Winer, 1962) produces a coefficient interpretable as the
most likely correlation between the average of the likelihood ratios
produced by the present set of raters and those produced by another
set of raters exposed to the same stimuli.

Table 7.4

Likelihood Rat ios of 10 Observers Employ ing I ive D i f f e r en t Payoff Matrices

I
Obse rver

Matrix 1 Q 3 4 5 6 7 8 9 10

I
A
B
C

I
Note -- To meet the scal ing assumptions of ANOVA ,$

is transformed to ~~ by the equation
= 1 — (i/~~+ 1) .

£
1

Rater error tendency may be estimated by calculating the
correlation of differences between 8 ’ and 8 ’ opt for the 10 raters
under each payoff condition, as Illustrated in Table 7.5. Sincea’ opt represents the ideal observer and B’ represents the actual
observer, the resulting coefficient developed from averaging the
n (n-i) coefficients is an estimate of error for the group.

2
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Table 7.5

Diff erences between B’ and B’ opt foia 10 R~:ter~ Operating
under Five Different Payoff Conditions

~ayoff Matrix
Rater A B C D E

1
2
3
4
5
6
7
8
9
10

Note: In order to meet the assumpt ions of r,
likelihood ratios are transformed accordingly
to the function :

= 1 —

t 3 + 1
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Figure 7.6. Relationship between obtained and optima l
decision criteria.
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The relationship between the obtained and the optima l like-
lihood ratios is derived next. Figure 7.6 illustra tes a possible result.
The raters overestimate the true value of B at the low end of the scale
and underestimate the true value of ~ at the high end of the scale.

Utility of the Checklist

Figure 7.7 illustrates how the candidates might be classified
by using the checklist in a following situation.

Candidates falling into Part A are called true positives. They
represent correct decisions based upon the checklist prediction in-
strument. Candidates falling into Part B are called true negatives .
They also represent correct decisions. Part C is the area of
false negatives. While these people are not placed if placement
is based on the checklist score, they would be successful if placed
on the job. Part D represents candidates who, on the basis of a
satisfactory checklist score, are placed but who perform unsat-
isfactorily on the job.

A variety of ratios may be calculated using procedures
presented by Blum and Naylor (1968) and the parts of Figure 7.7.
The utility ratio is the number of errors is selection to the number
of cand idates correctly pl aced.

C+ 0
A 1  B = Utility

The percentage of the present workers who are satisfactory,
i.e., prior to the introduction of the predictor checklist instrument
may be calculated as:

100 . A + C
A + B + C + 0 = % presently successful

who will be successful if one used the checklist as an aid to selection
along with the methods currently being employed may be calculated as:

100 . A
A + 0 = % successful with prediction

To the extent that the results of this calculation are greater
than those of the pr ior calculation , the prediction is adding something
to the selection process.

Advantages of Suggested Approach

The suggested approach to criterion referenced test verifica-
tion seems to possess a number of advantages:

• It is less subject to artificial constriction because of
restriction of range than the usual correlation statistics.
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• It separates the rater’s sensitivity to student ability
to succeed or fail on the job from the placement of his
decision threshold. Accordingly, the approach is both
diagnostic and prescriptive. It tells where the observer
has erred and allows a basis for corrective action.

• It allows reliability determination in terms of the
raters’ decision criteria-—a proper matter for in-
terrater reliability--in a manner which is compat-
ible with the go-no go philosophy of criterion refer-
enced testing and which is suitably quantified.

• It emphasizes the decision system rather than indi-
v idual checkl ist items. The dec is ion system seems
to be the subject of interest in the present context.

• It provides a bases for rater training.

• The d’ statistic is easily interpretable because it is
on a standardized scale.
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VIII . PROGRAMMATIC RESEARCH INTO

PERFORMANCE CHECKLISTS IN THE USAF

The presen t cha pter sunu~arizes a general program ofadditiona l required research into the development and use of
performance checklists in the IJSAF. The suggested research
program a ims to prov ide a bas i s for the proper construc tion
and administration of performance checklists in USAF technical
training schools.

The development and use of any test requires adherence
to sound test construction and administration procedures. Psycho-
metrically sound test construction and administration procedures
serve to increase test reliab i l ity and val idity ; unsoun d procedures
detract from the rel iability and validity of test results. No matter
what type of test, the major goal of any testing program should be
to maximize the reliability and validity of test results. Accordingly,
within this research program the emphasis is on studies which will
enhance the development and administration of performance check-
l ists so that the checklist results will be reliable and valid.

Or ienting the researc h program in thi s d i rection seems
warranted on the basis of the results reported in Chapters V and VI
of this report. Overall , these studies indicated the possible lack
of rel iability and validity in performance checklist scores, and
suggested that the core of the problem may fall into three areas:

• problems inherent in the method of developing
the checkl ists

• problems inherent in the raters

• problems inherent in the testing conditions

Several test and measurement text books (e.g., Gu ion , 1965; Cronbach ,
1970; Anastasi , 1976) discuss the direct and substantial impact of
test conten t, raters , and test conditions on reliability and validity ;
hence , these three problem areas are by no means unique to the Air
Force. However, they seem to have been studied little in the Air
Force performance check context.

Checkl ist Development
The l iterature review ind icates that prior research has

examined the psychometry of (a) item development and writing ,
(b) item analysis and selection , and (C) Item and test scoring
format in regard to CR testing. The emphasis of the research was
on the development and selection of test Items whose content
represents the subject matter under test and which will produce test
I tem scores that reference the performance requirements. Studies
are needed wh ich will Identify the most useful methods to use when
constructing such checklists and which will specify the content to be
Included In such lists.

100 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



Item Development ~~~~~~~~~~~~~

The first step in the development of a training course ex-
amination , and of the training course itself, consists of a thorough
analysis and understanding of the subject matter to be taught. In
the Air Fource , this job analysis is an integral aspect of the In-
structional System Development process. However, th is analys is
takes place at the task level. For performance checklists, spec-
ificity is required at the subtask level ; each behaviora l element of
the task should be described. A subtask is the smallest behavioral
un it into which a task can be divided without analyzing the separate
motions and movements invol ved. For example , the job analysis
of a typing task might produce this subtask statement: “sets the
l eft margins to 3/4” + 10 before inserting paper.” Study is required
into methods for extracting subtasks from the task oriented occupa-
tional data presently provided by Air Force occu pationa l anal ytic
descriptions. Methods also seem to be needed for identifying cri-
tical subtasks within tasks. The end result of such studies would
be a set of methods for identifying behaviorally based, objective
subtas k items . Such items w i ll , presumably, decrease rater errors
and produce higher quality ratings than ambiguously written items
and items based on abstract psychological traits, (Kavanaugh, 1971;
Bernard in , 1977). Such a study appears warranted given the present
state-of-the-art of performance checklists. The performance check-
l ists studied by Applied Psychological Services often possessed vague
items. For example, in Course A (which contained some of the more
detailed performance checklists here reviewed), some items read as follows:

Were accessories inspected properly?

Were adequate safety steps taken dur ing al l
stat ion opera tions?

Were realistic priorities developed?

Uses correct procedures during scripted
emergency situations?

The underl ined words represent ambiguous success criteria.

Within th is context , the critical incident approach might
constitute one analytic approach of interest. A critical incident
approach to subtask analysis might not only provide behaviorally
oriented subtask descriptors but also indicate those behaviors
that should be avoided. Once the analysis work is completed , a
performance checklist might then be composed of items which
represent both good and poor subtask performance.
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Other methods for deriving the subtask list should also
be investigated . The critical incident approach may not provide
a complete list of subtask statements. The results of other sub-
task analytic approaches should be compared with those yielded
by a critical incident analysis. The ultimate goal of this set of
studies Is to develop a preferred method for establishing the sub-
tasks to be included in a performance checklist.

Test Objectives and Length

Two other important considerations in performance check-
l ist develo pment are:

(a) when to test

(b) how many items to include

The major benefits of performance testing are that It allows
an absolute evaluation both of training course quality and student
skill performance. CR performance test development and administration ,
however, can be costly in terms of test materials, tools and equipment,
and possible remedial training time. Wi th such benefits and costs, a
detailed analysis seems required to provide data on the extent to which
Air Force schools should use performance tests.

The questions directly facing USAF schools are whether to use
performance checklists: (a) for all specialties and all phases within
a course , (b) for some specialties but not for others, (c) for some
types of output but not for others, (d) for advanced courses but not for
basic courses, or (e) not at aU. The answers should be derived by the
extent that added benefit over cost acrues from this type of testing.
Such cost/benefit analyses seem required for performance testing relative
to a broad set of Air Force technical training programs.

Once the decision is made to use a performance test, the number
of subtask items to include in the performance checklist Is another
consideration . Either all the subtasks making up the test could be rated
or only some subset of subtasks performed during the test could be
rated. The methods presented in Chapter IV under the topic of test length
could be employed to derive the optimum test length--the binomial and
Bayesian models seem useful. However, these have not been tried in the
Air Force context. A study of the utility of these methods in the Air
Force situation seems warranted.

I tem and Test Scoring

The question of how to score the performance checklist In the
A ir Force remains open. Traditionally, the checklist is scored by
placing a checkmark next to each correctly performed subtask item.
This method is assumed to reduce rating errors and produce more reliable
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and valid ratings. The checklist, however, can be scored through
stmunated ratings or equal-appearing intervals, (Gu lon , 1965). The effect
on reliability and validity of these three checklist formats for perfor-
mance testing in the Air Force should be examined. Moreover, we note
that the empirical work cited earlier in this report found the detailed
checklist scoring procedures to be less reliable than an overall rating.
Further study of this finding in other specialties seems indicated .

Sumated rating scales could be investigated for use along the
d imens ion of the qual ity of task performance. Alternatively, three, five,
or seven scale intervals could be investigated where the last poin t
signifies that the subtask behavior was not performed. Results from
application of the various type of scale should be compared to deter-
mine whether or not the results are invariant across method of scaling.
In other fields, observer judgments have been found to be sensitive
to the method of scaling. Such a finding would possess important
impl ications for the interpretation of checklist scores.

Discussion of Checklist Development Studies

The major dependent variables of the suggested research on test
construction methods are reliability and validity . It is evident that
item development, selection , and scoring procedures may affect the
reliability and validity of performance checklist scores. The studies
outlined above regarding these test construction variables should pro-
vide needed data and procedures for developing more reliable and valid
performance checklists in the Air Force.

Rater Charac terist ics

The effect of the rater on the scoring of a performance checklist
is probably a major contributor to the presence or absence of reliability
and validity. The literature has generally considered three character-
istics of the rater as producting a significant impact on ratings:

• rater qual ification

• rater experience

• rater point of view

In the Air Force context , the effect of these three rater character ist icson performance checklist ratings should be investigated.
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Rater Qualification

Guion (1965) distinguished rater qualification on the basis of
three variables : (1) observation, (2) attitude, and (3) training.
In the performance testing context, the raters presumably observe
firsthand the testee ’s performance ; as suc h, all  poten tial ra ters
meet this most important first qualification requirement. Through
observa tion of a ll test behav iors , no significant effect on performance
checklist ratings should occur due to observation alone .

Rater att i tude , however , coul d confound performance checkl ist
ratings. If the rater does not accept the purpose of the performance
tests or, for exam ple, if the test is believed to be a waste of time,
ratings could be given carelessly. Organizational clima te also
enters here; instructors may not assign failing ratings because they
believe that their supervisors will perceive such ratings as a poor
reflection on the instruction. On the other hand, studen t pressure for
good grades may cause the instructor to award inflated ratings. For
accurate performance checklist ratings, rater/instructor attitudes are
an important aspect of qualification. Given the probable biasing
effect of instructor attitudes, the Air Force should examine instructor
attitudes toward testing, and attempt to derive factors of the job
climate which support positive attitudes.

The third variable is rater training . Guion (1965) considered
rater training as a qualification requirement because it develops
rating skill. He specified that raters need training on the techniques
of rating. Raters require training in at least three areas. First,
the raters need to understand the subtask items, instructions , and
purposes of the performance checklist. It is especially important that
raters are familarized with each behavior represented by the respective
subtask items. Second, they need to learn a method for observing
test performance, and to know what behaviors to watch for and rate.
Third , raters require training in the process of making judgments;
specifically, training to avoid or reduce rating errors such as
leniency, halo , contrast, log ical , proximity, and other rater biases.

Accordingly, development of a program for training raters in the
use and administration of performance checklists seems indicated .
Such a program would Include a section on methods for reducing biases.
Past research on rater training has focused on rater biases and has shown
some success in reducing rating errors, (Borman, 1975; Latham, Wesley,
& Purcell , 1975).
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A more basic research area (yet , one which seems quite important)
might examine both the process of rater observation and rater judgment.
Research could have raters vocal ize: (a) what they are watch i ng, and
(b) why they give poor or good ratings during actual testing situations.
Such data would: (1) help achieve a better understanding of the
rat ing process , (2) suggest additional training areas, and (3) provide
insight into the intraindividual structure of the rating process.

Rater Ex per ience

The ra ter ’s experiences as a job incumbent, as a training instructor,
and as an evaluator using the performance checklist probably influence
rating accuracy. It may be that rating errors on performance check-
l ists are , in part, interactive with certain types of experience.
Such a possibl e experience effect was suggested by the study results
on rater bias in Chapter VI , the rater (Rater 1) with the least ex-
perience teaching the course under study, but the greatest overall
teaching experience, showed extreme halo biases.

Research on the performance checklist may want to examine the
relationship between rater experience and rating errors, and attempt
to determine the reasons for any experience effect.

Rater Po int of V iew

Barrett (1966) defined rater point of view as the style of worker
behavior the rater believes shows good job performance. A worker’s
performance style is the manner in which the worker goes about per-
forming the job. Performance style does not refer to the actual job
behaviors; that is, what the worker does, but refers to how the worker
generally performs the job behaviors. Barrett suggested that if
raters and ratees possess different perceptions on the performance style
that constitutes successful performance, then it ~S likely the rateeswill be rated inaccurately.

Ada pt ing Barre tt ’s (1966) point of view to the performance check-
l ist context , it appears possible that rater viewpoint on both the
test behaviors themselves and performance style may confound ratings.
If viewpoints differ, the likelihood that separate raters will rate
the same behaviors differently is high; also ratees may receive low
ratings not necessarily because they performed poorly but because
their style disagrees with the rater’s style.

Research in this area seems warranted. First, it seems importan t
to know whether or not different work styles exist across and within
various Air Force technical specialties . Second, i f such styles are
identified by research, then the effect of the styles on the ratings
should be investigated. Such work would Include both interrater rel i-
ability and rating accuracy investigations. Such data could also be
hel pful In correcting performance standard misconceptions.
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Viewpoint on performance style could also interact with performance
checklist Item characteristics. Such a result seems logical . For
example, one type of rating scale may be more affected by performance
style viewpoint than another. Identification of such covariance, If
present, might represent another research avenue.

Di scuss ion of Ra ter Character ist ics Researc h

Besides performance checklist content and format and rater charac-
teristics, the conditions of the performance test and the rating procedure
will also likely affect test reliability and validity. Such effects
are also quite likely to be highly interactive. It is also possible
that the performance style could serve as a moderating variabl e such
that a given rater-checklist combination will be effective for a rater
with one performance style but not for a rater with another performance
style.

TestI~g Condi tions

Testing, whether in the form of a paper-and-pencil test or
apparatus type performance test, requires standardized conditions. As
for any other measureme nt, test results should not be uninterpretable
because the results are confounded with the conditions of the test.
Nonstandardized and uncontrolled test conditions confound the scores
of the best developed test and may cause the most accura te rater to
error. Anastasi (1976) emphasized the biasing effect of poor test
conditions on test scores. She wrote:

Even apparently minor aspect of the testing situation
may appreciably alter performance. Such a factor as the
use of desks or chairs with desk arms , for example, proved
to be slgnificant...There is also evidence to show that
the type of answer sheet employed may affect test scores
(p.33).

Wi th the possible major Impact of even a minor factor on test results ,
research on the effect of different test conditions on performance check-
list results seems required. One area of research could estimate the
error variance associated with different test conditions, and the ratings
corrected for the test conditions could be calculated much in the same
way ratings can be corrected for rater bias (see Chapter VI).

In the performance checklist, at least three test condition variables
seem Important for Investigation:
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• instructions

• rater behavior

• test materials, tools and equipment

Each of these factors, If uncontrolled and left to vary from test
to test, will probably confound a performance checklist’s ratings--making
them less reliable and valid. For example, rater behavior toward the ratee
prior and during the performance test could affec t the performance of the
individual being tested. The difference of a “warm” versus “cold” or
“rigid and aloof” versus a “natural manner” by the rater on tested score
should be investigated in the Air Force technical training situation.
Different instructions or coaching by the rater; nonstandard tools, worn
materials represent conditions which might influence test results.

Research into the effects of each of these variables on perfor-
mance check resul ts seems indicated along with the development of
a set of reco.miendations for minimizing the effects of such variables
on test results.
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